
Nano Active Stabilization of samples for
tomography experiments: A mechatronic

design approach
PhD Thesis

by
Dehaeze Thomas

A thesis submitted in partial fulfillment of the requirements for the degree of Doctor of Philosophy (PhD) in
Engineering Science

at
Liège Université





Members of the Examination Committee

Prof. Loïc Salles (President of the Committee)
University of Liège (Liège, Belgium)

Prof. Christophe Collette (Supervisor)
University of Liège (Liège, Belgium)

Prof. Olivier Bruls
University of Liège (Liège, Belgium)

Dr. Jonathan Kelly
Diamond Light Source (Oxfordshire, United Kingdom)

Prof. Gérard Scorletti
École Centrale de Lyon, Laboratoire Ampère (Écully, France)

Dr. Olivier Mathon
European Synchrotron Radiation Facility (Grenoble, France)



Abstract

The 4th generation synchrotron light sources have yielded X-ray beams with a 100-fold increase in brightness and sub-
micron focusing capabilities, offeringunprecedented scientificopportunitieswhile requiring end-stationswith enhanced
sample positioning accuracy. At the European Synchrotron (ESRF), the ID31 beamline features an end-station for po-
sitioning samples along complex trajectories. However, its micrometer-range accuracy, limited by thermal drifts and
mechanical vibrations, prevents maintaining the point of interest on the focused beam during experiments.

To address this limitation, this thesis aims to develop a system for actively stabilizing the sample’s position down to
the nanometer range while the end-station moves the sample through the beam. The developed system integrates an
external metrology for sample position measurement, an active stabilization stage mounted between the end-station
and the sample, and a dedicated control architecture. The design of this system presented key challenges, first of which
involved the design process. To effectively predict how this complex mechatronic system would perform, a series of
dynamical models with increasing accuracy were employed. These models allowed simulation of the system’s behavior
at different design stages, identifying potential weaknesses early on before physical construction, ultimately leading to
a design that fully satisfies the requirements. The second challenge stems from control requirements, specifically the
need to stabilize samples with masses from 1 to 50 kg, which required the development of specialized robust control
architectures. Finally, the developedNanoActive Stabilization System underwent thorough experimental validation on
the ID31 beamline, validating both its performance and the underlying concept.

Résumé

L’avènement des sources de lumière synchrotron de 4ème génération a produit des faisceaux de rayons X avec une lu-
minosité multipliée par 100 et des capacités de focalisation sub-microniques, offrant des opportunités scientifiques sans
précédent tout en nécessitant des stations expérimentales avec une précision de positionnement d’échantillons améliorée.
À l’Installation Européenne de Rayonnement Synchrotron (ESRF), la ligne de lumière ID31 dispose d’une station ex-
périmentale conçue pour positionner des échantillons le long de trajectoires complexes. Cependant, sa précision de
l’ordre du micromètre, limitée par des effets tels que les dérives thermiques et les vibrations mécaniques, empêche de
maintenir le point d’intérêt sur le faisceau focalisé durant les expériences.

Pour remédier à cette limitation, cette thèse vise à développer un système permettant de stabiliser activement la position
de l’échantillon pendant que la station expérimentale déplace l’échantillon à travers le faisceau. Le système développé
intègre une métrologie externe pour la mesure de la position de l’échantillon, une platine de stabilisation active mon-
tée entre la station expérimentale et l’échantillon, et une architecture de contrôle dédiée. La conception de ce système
présente des défis majeurs, dont le premier concerne le processus de conception lui-même. Pour prédire efficacement les
performances, une série demodèles dynamiques ont été utilisés. Cesmodèles ont permis de simuler le comportement du
système aux différentes étapes de conception, identifiant ainsi les limitations potentielles, pour aboutir à une conception
répondant aux spécifications. Le deuxième défi provient des exigences de contrôle, notamment la nécessité de stabiliser
des échantillons dont la masse peut varier de 1 à 50 kg, ce qui a nécessité le développement d’architectures de contrôle
robustes. Enfin, le Système de Stabilisation Active développé a fait l’objet d’une validation expérimentale sur la ligne de
lumière ID31, validant à la fois ses performances et le concept sous-jacent.
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Reproducible Research

The foundation of this PhD thesis is built upon the principles of reproducible research. Reproducible research is the
practice of ensuring that the results of a study can be independently verified by others using the original data, code, and
documentation.

This approach was adopted to increase transparency and trust in the presented research findings. Furthermore, it is an-
ticipated that the methods and data shared will facilitate knowledge transfer and reuse within the scientific community,
thereby reducing research redundancy and increasing overall efficiency. It is hoped that some aspects of this work may
be reused by the synchrotron community.

The fundamental objective has been to ensure that anyone should be capable of reproducing precisely the same results
and figures as presented in thismanuscript. To achieve this goal of reproducibility, comprehensive sharing of all elements
has been implemented. This includes the mathematical models developed, raw experimental data collected, and scripts
used to generate the figures.

For those wishing to engage with the reproducible aspects of this work, all data and code are freely accessible [31]. The
organization of the code mirrors that of the manuscript, with corresponding chapters and sections. All materials have
been made available under the MIT License, permitting free reuse.

This approach represents amodest contribution towards amore open, reliable, and collaborative scientific ecosystem.
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1 Introduction

1.1 Context of this thesis

Synchrotron radiation facilities are particle accelerators where electrons are accelerated to near the speed of light. As
these electrons interact with magnetic fields, typically generated by insertion devices or bending magnets, they produce
exceptionally bright light known as synchrotron light. This intense electromagnetic radiation, centered mainly in the
X-ray spectrum domain, is subsequently used for the detailed study of matter. Approximately 70 synchrotron light
sources are operational worldwide, some of which are indicated in Figure 1.1. This global distribution of such facilities
underscores the significant utility of synchrotron light for the scientific community.

Figure 1.1:Major synchrotron radiation facilities in the world. 3rd generation Synchrotrons are shown in blue. Planned upgrades
to 4th generation are shown in green, and 4th generation Synchrotrons in operation are shown in red.

These facilities fundamentally comprise twomainparts: the accelerator and storage ring, where electron acceleration and
light generation occur, and the beamlines, where the intense X-ray beams are conditioned and directed for experimental
use.

The European Synchrotron Radiation Facility (ESRF), shown in Figure 1.2b, is a joint research institution supported
by 19 partner nations. The ESRF started user operations in 1994 as the world’s first third-generation synchrotron.
Its accelerator complex, schematically depicted in Figure 1.2a, includes a linear accelerator where electrons are initially
generated and accelerated, a booster synchrotron to further accelerate the electrons, and an 844-meter circumference
storage ring where electrons are maintained in a stable orbit.
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Synchrotron light is emitted in more than 40 beamlines surrounding the storage ring, each having specialized experi-
mental stations. These beamlines host diverse instrumentation that enables a wide spectrum of scientific investigations,
including structural biology, materials science, and study of matter under extreme conditions.

Linear
Accelerator

(linac) Booster
Synchrotron

Storage Ring

ID31

(a) Schematic of the ESRF. The linear accelerator is shown in blue, the
booster synchrotron in purple and the storage ring in green. There are
over 40 beamlines. The ID31 beamline is highlighted in red (b) European Synchrotron Radiation Facility

Figure 1.2: Schematic (a) and picture (b) of the European Synchrotron Radiation Facility, situated in Grenoble, France.

In August 2020, following an extensive 20-month upgrade period, the ESRF inaugurated its Extremely Brilliant Source
(EBS), establishing it as the world’s premier fourth-generation synchrotron [116]. This upgrade implemented a novel
storage ring concept that substantially increases the brilliance and coherence of the X-ray beams.

Brilliance, a measure of the photon flux, is a key figure of merit for synchrotron facilities. It experienced an approximate
30-fold increase with the implementation of EBS, as shown in the historical evolution depicted in Figure 1.3. While
this enhanced beam quality presents unprecedented scientific opportunities, it concurrently introduces considerable
engineering challenges, particularly regarding experimental instrumentation and sample positioning systems.

X-ray tubes

1st generation

2nd generation

3rd generation
4th generation

Figure 1.3: Evolution of the peak brilliance (expressed in photons/s/mm2/mrad2/0.1%BW ) of synchrotron radiation facilities.
Note the vertical logarithmic scale.
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The ID31 ESRF Beamline

Each beamline begins with a “white” beam generated by the insertion device. This beam carries substantial power,
typically exceeding kilowatts, and is generally unsuitable for direct application to samples.

The goal of the beamline is therefore to filter and shape the X-rays to the desired specifications using a series of optical
elements such as absorbers, mirrors, slits, and monochromators. These components are housed in multiple Optical
Hutches, as depicted in Figure 1.4.

Transfocator Slits Absorbers

X-ray beam

Beam viewer

Distance to source 32m 30m 28m 26m

(a) OH1

98m100m102m104m106m108m110m112m114m

slitsmonochromatorsbeam
viewer

transfocatorslitsbeam shutter

(b) OH2

Figure 1.4: Schematic of the two ID31 optical hutches: OH1 (a) and OH2 (b). Distance from the source (i.e. from the insertion
device) is indicated in meters.

Following the optical hutches, the conditioned beam enters the Experimental Hutch (Figure 1.5a), where, for exper-
iments pertinent to this work, focusing optics are used. The sample is mounted on a positioning stage, referred to as
the “end-station”, which enables precise alignment relative to the X-ray beam. Detectors are used to capture the X-rays
beam after interaction with the sample.

Throughout this thesis, the standard ESRF coordinate system is adopted, wherein the X-axis aligns with the beam di-
rection, Y is transverse horizontal, and Z is vertical upwards against gravity.

The specific end-station employed on the ID31beamline is referred to as the “micro-station”. As depicted in Figure 1.5b,
it comprises a stack of positioning stages: a translation stage (in blue), a tilt stage (in red), a spindle for continuous
rotation (in yellow), and a positioning hexapod (in purple). The sample itself (cyan), potentially housedwithin complex
sample environments (e.g., for high pressure or extreme temperatures), is mounted on top of this assembly. Each stage
serves distinct positioning functions; for example, the positioning hexapod enables fine static adjustments, while the Ty

translation andRz rotation stages are used for specific scanning applications.

The “stacked-stages” configuration of the micro-station provides high mobility, enabling diverse scientific experiments
and imaging techniques. Two illustrative examples are provided.

Tomography experiments, schematically represented in Figure 1.6a, involve placing a sample in the X-ray beam path
while controlling its vertical rotation angle using a dedicated stage. Detector images are captured at numerous rota-
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Focusing Optics

Sample

X-ray

Detector

stage

Common

Granite

Sample

Stage

(a) Experimental Hutch

X-ray

Future active
stabilization

stage

Sample

(b) Micro-Station

Figure 1.5: 3D view of the ID31 Experimental Hutch (a). There are typically four main elements: the focusing optics in yellow, the
sample stage in green, the sample itself in purple and the detector in blue. All these elements are fixed to the same granite.
3D view of the micro-station with associated degrees of freedom (b).

tion angles, allowing the reconstruction of three-dimensional sample structure (Figure 1.6b) [124]. This reconstruction
depends critically on maintaining the sample’s Point of Interest (PoI) within the beam during the rotation process.

Mapping or scanning experiments, depicted in Figure 1.7a, typically use focusing optics to have a small beam size at the
sample’s location. The sample is then translated perpendicular to the beam (along Y and Z axes), while data are collected
at each position. An example [121] of a resulting two-dimensional map, acquired with 20 nm step increments, is shown
in Figure 1.7b. The fidelity and resolution of such images are intrinsically linked to the focused beam size and the po-
sitioning precision of the sample relative to the focused beam. Positional instabilities, such as vibrations and thermal
drifts, inevitably lead to blurring and distortion in the obtained image. Other advanced imagingmodalities practiced on
ID31 include reflectivity, diffraction tomography, and small/wide-angle X-ray scattering (SAXS/WAXS).

Sample
Detector

Rotation Stage

X-ray

(a) Typical experimental setup for tomography experiment (b) Obtained image [124]

Figure 1.6: Example of a tomography experiment. The sample is rotated and images are taken at several angles (a). Example of one
3D image obtained using tomography (b).

Need of Accurate Positioning End-Stations withHighDynamics

Continuous progress in both synchrotron source technology andX-ray optics have led to the availability of smaller,more
intense, and more stable X-ray beams. The ESRF-EBS upgrade, for instance, resulted in a significantly reduction of the
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Sample

Position Stage

X-ray
Focusing
Optics

Detector

(a) Typical experimental setup for a scanning experiment (b) Obtained image [121]

Figure 1.7: Example of a scanning experiment. The sample is scanned in the YZ plane (a). Example of one 2D image obtained after
scanning with a step size of 20 nm (b).

horizontal source size, coupled with a decrease of the beam horizontal divergence, leading to an increased brilliance, as
illustrated in Figure 1.8.

(a) 3rd generation (b) 4th generation

Figure 1.8: View of the ESRF X-ray beam before the EBS upgrade (a) and after the EBS upgrade (b). The brilliance is increased,
whereas the horizontal size and emittance are reduced.

Concurrently, substantial progress has been made in micro- and nano-focusing optics since the early days of ESRF,
where typical spot sizes were on the order of 10µm [118]. Various technologies, including Fresnel Zone Plates (FZP),
Kirkpatrick-Baez (KB) mirrors, Multilayer Laue Lenses (MLL), and Compound Refractive Lenses (CRL), have been
developed and refined, each presenting unique advantages and limitations [10]. The historical reduction in achievable
spot sizes is represented in Figure 1.9. Presently, focused beam dimensions in the range of 10 to 20 nm (Full Width at
Half Maximum, FWHM)may be achieved on specialized nano-focusing beamlines.

The increased brilliance introduces challenges related to radiation damage, particularly at high-energy beamlines like
ID31. Consequently, long exposure of a single sample area to the focused beam must be avoided. Traditionally, ex-
periments were conducted in a “step-scan” mode, illustrated in Figure 1.10a. In this mode, the sample is moved to the
desired position, the detector acquisition is initiated, and a beam shutter is opened for a brief, controlled duration to
limit radiation damage before closing; this cycle is repeated for each measurement point. While effective for mitigating
radiation damage, this sequential process can be time-consuming, especially for high-resolution maps requiring numer-
ous points.

An alternative, more efficient approach is the “fly-scan” or “continuous-scan” methodology [155], depicted in Fig-
ure 1.10b. Here, the sample is moved continuously while the detector is triggered to acquire data “on the fly” at prede-
fined positions or time intervals. This technique significantly accelerates data acquisition, enabling better use of valuable
beamtime while potentially enabling finer spatial resolution [69].

Recent developments in detector technology have yielded sensors with improved spatial resolution, lower noise charac-
teristics, better efficiency, and substantially higher frame rates [56]. Historically, detector integration times for scanning
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CRL
KB
FZP
MLL

Figure 1.9: Evolution of the measured spot size for different hard X-ray focusing elements. Adapted from [9].

11 12

Detector
Acquisition
Openned
Shutter
Motor
Position
Imaged
Positions

(a) Step by step scan (b) Fly scan

Figure 1.10: Two acquisition modes. In step-by-step mode (a), the motor moves to the desired imaged position, the detector acqui-
sition is started, the shutter is opened briefly to have the wanted exposure, the detector acquisition is stopped, and the
motor can move to a new position. In fly-scanmode (b), the shutter is opened while the sample is in motion, and the
detector acquires data only at the desired positions while in motion (“on the fly”).

and tomography experiments were in the range of 0.1 to 1 second. This extended integration effectively filtered high-
frequency vibrations in beam or sample position, resulting in apparently stable but larger beam.

With higher X-ray flux and reduced detector noise, integration times can now be shortened down to approximately
1 millisecond, with frame rates exceeding 100Hz. This reduction in integration time has two major implications for
positioning requirements. Firstly, for a given spatial sampling (“pixel size”), faster integration necessitates proportion-
ally higher scanning velocities. Secondly, the shorter integration times make the measurements more sensitive to high-
frequency vibrations. Therefore, not only the sample position must be stable against long-term drifts, but it must also
be actively controlled to minimize vibrations, especially during dynamic fly-scan acquisitions.
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ExistingNano Positioning End-Stations

To contextualize the system developedwithin this thesis, a brief overview of existing strategies and technologies for high-
accuracy, high-dynamics end-stations is provided. The aim is to identify the specific characteristics that distinguish the
proposed system from current state-of-the-art implementations.

Positioning systems can be broadly categorized based on their kinematic architecture, typically serial or parallel, as ex-
emplified by the 3-Degree-of-Freedom (DoF) platforms in Figure 1.11. Serial kinematics (Figure 1.11a) is composed
of stacked stages where each DoF is controlled by a dedicated actuator. This configuration offers great mobility, but
positioning errors (e.g., guiding inaccuracies, thermal expansion) accumulate through the stack, compromising overall
accuracy. Similarly, the overall dynamicperformance (stiffness, resonant frequencies) is limitedby the softest component
in the stack, often resulting in poor dynamic behavior when many stages are combined.

(a) Serial Kinematics (b) Parallel Kinematics

Figure 1.11: Two positioning platforms withDx/Dy/Rz degrees of freedom. One is using serial kinematics (a), while the other
uses parallel kinematics (b).

Conversely, parallel kinematic architectures (Figure 1.11b) involve the coordinated motion of multiple actuators to
achieve the desired end-effector motion. While theoretically offering the same controlled DoFs as stacked stages, par-
allel systems generally provide limited stroke but significantly enhanced stiffness and superior dynamic performance.

Most end stations, particularly those requiring extensivemobility, employ stacked stages. Their positioning performance
consequently depends entirely on the accuracy of individual components. Strategies include employing a limited num-
ber of high-performance stages, such as air-bearing spindles [119], and maintaining extremely stable thermal environ-
ments within the experimental hutch, often requiring extended stabilization times [82]. Examples of such end-stations,
including those at beamlines ID16B [90] and ID11 [153], are shown in Figure 1.12. However, when a large number of
DoFs are required, the cumulative errors and limited dynamic stiffness of stacked configurations can make experiments
with nano-focused beams extremely challenging or infeasible.

The concept of using an external metrology tomeasure and potentially correct for positioning errors is increasingly used
for nano-positioning end-stations. Ideally, the relative position between the sample’s Point of Interest (PoI) and the
X-ray beam focus would be measured directly. In practice, direct measurement is often impossible; instead, the sample
position is typically measured relative to a reference frame associated with the focusing optics, providing an indirect
measurement.

This measured position can be used in several ways: for post-processing correction of acquired data; for calibration rou-
tines to compensate for repeatable errors; or, most relevantly here, for real-time feedback control. Various sensor tech-
nologies have been employed, with capacitive sensors [125, 126, 148] and, increasingly, fiber-based interferometers [41,
52, 63, 64, 76, 101, 102, 126, 134, 155] being prominent choices.
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X-ray

(a) ID16b end-station [90]

XYZ Stage

Rz Stage

Hexapod

(b) ID11 end-station [153]

Figure 1.12: Example of two nano end-stations lacking online metrology for measuring the sample’s position.

Two examples illustrating the integration of online metrology are presented in Figure 1.13. The system at NSLS X8C
(Figure 1.13a)used capacitive sensors for rotation stage calibration and image alignmentduring tomographypost-processing [150].
The PtiNAMimicroscope at DESY P06 (Figure 1.13b) employs interferometers directed at a spherical target below the
sample for position monitoring during tomography, with plans for future feedback loop implementation [126].

Rotation Stage

Capacitive
Sensors XYZ

Stage

Calibrated Metrology Disc

Sample

(a) NSLS X8C - TXM [150]

Interferometer
Heads

Piezoelectric
Sample Scanner

Sample

Scattering Shield
with Pinhole

Chromium-coated
Ball Lens

(b) DESY P06 - PtiNAMi microscope [125]

Figure 1.13: Two examples of end-station with integrated online metrology.

For applications requiring active compensation of measured errors, particularly with nano-beams, feedback control
loops are implemented. Actuation is typically achieved using piezoelectric actuators [63, 64, 101, 102, 148], 3-phase
linear motors [41, 134], or Voice Coil (VC) actuators [52, 76]. While often omitted, feedback bandwidth for such
stages are relatively low (around 1Hz), primarily targeting the compensation of slow thermal drifts. More recently,
higher bandwidths (up to 100Hz) have been demonstrated, particularly with the use of voice coil actuators [52, 76].

Figure 1.14 showcases two end-stations incorporating onlinemetrology and active feedback control. The ID16A system
at ESRF (Figure 1.14a) uses capacitive sensors and a piezoelectric Stewart platform to compensate for rotation stage
errors and to perform accurate scans [148]. Another example, shown in Figure 1.14b, employs interferometers and
piezoelectric stages to compensate for thermal drifts [102, 103]. A more comprehensive review of actively controlled
end-stations is provided in Section 2.5.1.
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(a) ESRF ID16a - HPZ. KB is the focusing optics, S the sample, C the
capacitive sensors and LM is the light microscope [148]

5

3

4

1

2

(b) NSLS-II HXN - Microscope. 1 and 2 are focusing optics, 3 is the
sample location, 4 the sample stage and 5 the interferometers [103]

Figure 1.14: Example of two end-stations with real-time position feedback based on an online metrology.

For tomography experiments, correcting spindle guiding errors is critical. Correction stages are typically placed either
below the spindle [41, 63, 64, 101, 134, 148, 155] or above it [52, 125, 126, 150]. Inmost reported cases, only translation
errors are actively corrected. Payload capacities for these high-precision systems are usually limited, typically handling
calibrated samples on the micron scale, although capacities up to 500g have been reported [76, 101]. The system de-
veloped in this thesis aims for payload capabilities approximately 100 times heavier (up to 50 kg) than previous stations
with similar positioning requirements.

End-stations integrating onlinemetrology for active nano-positioning often exhibit limited operational ranges, typically
constrained to a few DoFs with strokes around 100µm. Recently, Voice Coil (VC) actuators were used to increase
the stroke up to 3mm [52, 76] An alternative strategy involves a “long stroke-short stroke” architecture, illustrated
conceptually in Figure 1.15a. In this configuration, a high-accuracy, high-bandwidth short-stroke stage is mounted on
topof a less precise long-stroke stage. The short-stroke stage actively compensates for errors basedonmetrology feedback,
while the long-stroke stage performs the larger movements. This approach allows the combination of extended travel
with high precision and good dynamical response, but is often implemented for only one or a few DoFs, as seen in
Figures 1.15a and 1.15b.
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Trajectory
Metrology

Controller

Long Stroke
Driver
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(a) Typical Long Stroke-Short Stroke control architecture

Short Stroke Actuators

Long Stroke Actuators

Wafer
Chuck

(b) Schematic of the ”H-bridge” [123]

Figure 1.15: Schematic of a typical Long stroke-Short stroke control architecture (a). A 3-DoFs long stroke-short stroke is shown in
(b) where y1, y2 and x are 3-phase linear motors and short stroke actuators are voice coils.
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1.2 Challenge definition

The advent of fourth-generation light sources, coupled with advancements in focusing optics and detector technology,
imposes stringent new requirements on sample positioning systems.

With ID31’s anticipated minimum beam dimensions of approximately 200 nm × 100 nm, the primary experimen-
tal objective is maintaining the sample’s PoI within this beam. This necessitates peak-to-peak positioning errors below
200 nm inDy and 200 nm inDz , corresponding toRootMean Square (RMS) errors of 30 nm and 15 nm, respectively.
Additionally, theRy tilt angle error must remain below 0.1mdeg (250 nrad RMS). Given the high frame rates of mod-
ern detectors, these specified positioning errors must be maintained even when considering high-frequency vibrations
(typically up to 1 kHz).

These demanding stability requirements must be achieved within the specific context of the ID31 beamline, which
necessitates the integrationwith the existingmicro-station, accommodating awide range of experimental configurations
requiring high mobility, and handling substantial payloads up to 50 kg.

The existing micro-station, despite being composed of high-performance stages, has a positioning accuracy limited to
approximately 10µm and 10µrad (peak to peak) due to inherent factors such as backlash, thermal expansion, imperfect
guiding, and vibrations.

The primary objective of this project is therefore defined as enhancing the positioning accuracy and stability of the ID31
micro-station by roughly two orders ofmagnitude, to fully leverage the capabilities offered by the ESRF-EBS source and
modern detectors, without compromising its existing mobility and payload capacity.

The Nano Active Stabilization System Concept To address these challenges, the concept of a Nano Ac-
tive Stabilization System (NASS) is proposed. As schematically illustrated in Figure 1.16, the NASS comprises three
principal components integrated with the existing micro-station (yellow): a 5-DoFs online metrology system (red), an
active stabilization platform (blue), and the associated control system and instrumentation (purple). This system es-
sentially functions as a high-performance, multi-axis vibration isolation and error correction platform situated between
the micro-station and the sample. It actively compensates for positioning errors measured by the external metrology
system.

X-ray

Instrumentation

Micro
Station

Online
Metrology

Sample

Stabilization
Platform

Sample

Figure 1.16: The Nano Active Stabilization System concept.

Online Metrology system The performance of the NASS is fundamentally reliant on the accuracy and band-
width of its online metrology system, as the active control is based directly on these measurements. This metrology
systemmust fulfill several criteria: measure the sample position in 5-DoFs (excluding rotation about the vertical Z-axis);
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possess a measurement range compatible with the micro-station’s extensive mobility and continuous spindle rotation;
achieve an accuracy compatible with the sub-100 nm positioning target; and offer high bandwidth for real-time con-
trol.

Flat Surface

Spherical
Surface

X-ray

Metrology Frame

Reference Mirror

Sample

Interferometer
with tracking
mechanism

Figure 1.17: 2D representation of the NASS metrology system.

A proposed concept (illustrated in Figure 1.17) features a spherical reflector with a flat bottom attached below the sam-
ple, with its center aligned to the X-ray focus. Fiber interferometers target both surfaces. A tracking system maintains
perpendicularity between the interferometer beams and the mirror, such that Abbe errors are eliminated. Interferome-
ters pointing at the spherical surface provides translationmeasurement, while the ones pointing at the flat bottom surface
yield tilt angles. The development of this complex metrology system constitutes a significant mechatronic project in it-
self and is currently ongoing; it is not further detailed within this thesis. For the work presented herein, the metrology
system is assumed to provide accurate, high-bandwidth 5-DoFs position measurements.

ActiveStabilizationPlatformDesign The active stabilizationplatform, positionedbetween themicro-station
top plate and the sample, must satisfy several demanding requirements. It needs to provide activemotion compensation
in 5 DoFs (Dx, Dy , Dz , Rx and Ry). It must possess excellent dynamic properties to enable high-bandwidth con-
trol capable of suppressing vibrations and tracking desired trajectories with nanometer-level precision. Consequently, it
must be free from backlash and play, and its active components (e.g., actuators) should introduce minimal vibrations.
Critically, it must accommodate payloads up to 50 kg.

A suitable candidate architecture for this platform is the Stewart platform (also knownas “hexapod”), a parallel kinematic
mechanism capable of 6-DoFsmotion. Stewart platforms arewidely employed in positioning and vibration isolation ap-
plications due to their inherent stiffness and potential for high precision. Various designs exist, differing in geometry,
actuation technology, sensing methods, and control strategies, as exemplified in Figure 1.18. A central challenge ad-
dressed in this thesis is the optimal mechatronic design of such an active platform tailored to the specific requirements
of the NASS. A more detailed review of Stewart platform and its main components will be given in Section 3.1.1.

Robust Control The control system must compute the position measurements from the online metrology sys-
tem and computes the reference positions derived from each micro-station desired movement. It then commands the
active platform in real-time to stabilize the sample and compensate for all error sources, including stage imperfections,
thermal drifts, and vibrations. Ensuring the stability and robustness of these feedback loops is crucial, especially within
the demanding operational context of a synchrotron beamline, which requires reliable 24/7 operation with minimal
intervention.
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Figure 1.18: Two examples of very different Stewart platforms geometries and strut configurations.

Several factors complicate the design of robust feedback control for the NASS. First, the system must operate under
across diverse experimental conditions, including different scan types (tomography, linear scans) and payloads’ inertia.
The continuous rotation of the spindle introduces gyroscopic effects that can affect the system dynamics. As actuators
of the active platforms rotate relative to stationary sensors, the control kinematics to map the errors in the frame of
the active platform is complex. But perhaps the most significant challenge is the wide variation in payload mass (1 kg
up to 50 kg) that the system must accommodate. Designing for robustness against large payload variations typically
necessitates larger stability margins, which can compromise achievable performance. Consequently, high-performance
positioning stages often work with well-characterized payload, as seen in systems like wafer-scanners or atomic force
microscopes.

Furthermore, unlike many systems where the active stage and sample are significantly lighter than the underlying coarse
stages, the NASS payload mass can be substantially greater than the mass of the micro-station’s top stage. This leads
to strong dynamic coupling between the active platform and the micro-station structure, resulting in a more complex
Multi Inputs Multi Outputs (MIMO) system with significant cross-talk between axes.

These variations in operating conditions and payload translate into significant uncertainty or changes in the plant dy-
namics that the controller must handle. Therefore, the feedback controller must be designed to be robust against this
plant uncertainty while still delivering the required nanometer-level performance.

Predictive Design The overall performance achieved by the NASS is determined by numerous factors, such as
external disturbances, the noise characteristics of the instrumentation, the dynamics resulting from the chosenmechan-
ical architecture, and the achievable bandwidth dictated by the control architecture. Ensuring the final systemmeets its
stringent specifications requires the implementation of a predictive design methodology, also known as a mechatronic
design approach. The goal is to rigorously evaluate different concepts, predict performance limitations, and guide the
design process. Key challenges within this approach include developing appropriate design methodologies, creating ac-
curate models capable of comparing different concepts quantitatively, and converging on a final design that achieves the
target performance levels.
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1.3 Original Contributions

This thesis presents several original contributions aimed at addressing the challenges inherent in the design, control, and
implementation of the Nano Active Stabilization System, primarily within the fields of Control Theory, Mechatronic
Design, and Experimental Validation.

6-DoFs vibration control of a rotating platform Traditional long-stroke/short-stroke architectures typi-
cally operate in one or two degrees of freedom. This work extends the concept to six degrees of freedom, with the active
platform designed not only to correct rotational errors but to simultaneously compensate for errors originating from
all underlying micro-station stages. The application of a continuously rotating Stewart platform for active vibration
control and error compensation in this manner is believed to be novel in the reviewed literature.

Mechatronic design approach A rigorous mechatronic designmethodology was applied consistently through-
out the NASS development life-cycle [32, 36]. Although the mechatronic approach itself is not new, its comprehensive
application here, from initial concept evaluation using simplifiedmodels to detailed design optimization and experimen-
tal validation informed by increasingly sophisticated models, potentially offers useful insights to the existing literature.
This thesis documents this process chronologically, illustrating how models of varying complexity can be effectively
used at different project phases and how design decisions were systematically based on quantitative model predictions
and analyses. While the resulting system is highly specific, the documented effectiveness of this design approach may
contribute to the broader adoption of mechatronic methodologies in the design of future synchrotron instrumenta-
tion.

Experimental validation of multi-body simulationswith reduced order flexible bodies obtained
byFEA Akey tool employed extensively in thisworkwas a combinedmulti-body simulation andFinite ElementAnal-
ysis (FEA) technique, specifically using ComponentMode Synthesis to represent flexible bodies within the multi-body
framework [17]. This hybrid approach, while established, was experimentally validated in this work for components
critical to the NASS, namely amplified piezoelectric actuators and flexible joints. It proved invaluable for designing and
optimizing components intended for integration into a larger, complex dynamic system. This methodology, detailed in
Section 3.2, is presented as a potentially useful tool for future mechatronic instrument development.

ControlRobustnessbydesign The requirement for robust operation across diverse conditions—includingpay-
loads up to 50 kg, complex underlying dynamics from the micro-station, and varied operational modes like different
rotation speeds—presented a critical design challenge. This challenge was met by embedding robustness directly into
the active platform’s design, rather than depending solely on complex post-design control synthesis techniques such as
H∞-synthesis andµ-synthesis. Key elements of this strategy included themodel-based evaluation of active stage designs
to identify architectures inherently easier to control, the incorporation of collocated actuator/sensor pairs to leverage
passivity-based guaranteed stability, and the comparison of architecture to combine several sensors such as sensor fusion
and High Authority Control / Low Authority Control (HAC-LAC). Furthermore, decoupling strategies for parallel
manipulators were compared (Section 3.3.2), addressing a topic identified as having limited treatment in the literature.
Consequently, the specified performance targets were met using controllers which, facilitated by this design approach,
proved to be robust, readily tunable, and easily maintained.

ActiveDampingof rotatingmechanical systems using Integral Force Feedback During conceptual
design, it was found that the guaranteed stability property of the established active damping technique known as Integral
Force Feedback (IFF) is compromised when applied to rotating platforms like the NASS. To address this instability
issue, two modifications to the classical IFF control scheme were proposed and analyzed. The first involves a minor



1.3 Original Contributions 22

adjustment to the control law itself, while the second incorporates physical springs in parallel with the force sensors.
Stability conditions and optimal parameter tuning guidelines were derived for both modified schemes. This is further
discussed in Section 2.2 and was the subject of a publication [33].

Designof complementary filters usingH∞ Synthesis For implementing sensor fusion, where signals from
multiple sensors are combined, complementary filters are often employed. A novel method for designing these filters
usingH∞ synthesis techniques was developed [37]. This method allows explicit shaping of the filter norms, providing
guarantees on the performance of the sensor fusion process. This synthesis technique, discussed further in Section 3.3.1,
has subsequently found application in optimizing sensor fusion for gravitational wave detectors [145]. The integration
of such filters into feedback control architectures can also lead to advantageous control structures, as proposed in [146]
and further studied in Section 3.3.3.

Experimental validation of the Nano Active Stabilization System The conclusion of this work in-
volved the experimental implementation and validation of the complete NASS on the ID31 beamline. Experimental
results, presented in Section 4.5, demonstrate that the system successfully improves the effective positioning accuracy
of the micro-station from its native≈ 10µm level down to the target≈ 100 nm range during representative scientific
experiments. Crucially, robustness to variations in sample mass and diverse experimental conditions was verified. The
NASS thus provides a versatile end-station solution, uniquely combining high payload capacity with nanometer-level
accuracy, enabling optimal use of the advanced capabilities of the ESRF-EBS beam and associated detectors. To the au-
thor’s knowledge, this represents the first demonstration of such a 5-DoFs active stabilization platform being used to
enhance the accuracy of a complex positioning system to this level.
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1.4 Outline

This is divided into three chapters, each corresponding to a distinct phase of this methodology: Conceptual Design,
Detailed Design, and Experimental Validation. While the chapters follow this logical progression, care has been taken
to structure each chapter such that its constitutive sections may also be consulted independently based on the reader’s
specific interests.

Conceptual design development The conceptual design phase, detailed in Chapter 2, followed a methodical
progression from simplified uniaxial models to more complex multi-body representations. Initial uniaxial analysis (Sec-
tion 2.1) provided fundamental insights, particularly regarding the influence of active platform stiffness onperformance.
The introduction of rotation in a 3-DoFsmodel (Section 2.2) allowed investigation of gyroscopic effects, revealing chal-
lenges for softer platform designs. Experimental modal analysis of the existing micro-station (Section 2.3) confirmed
its complex dynamics but supported a rigid-body assumption for the different stages, justifying the development of a
detailedmulti-bodymodel. This model, tuned against experimental data and incorporatingmeasured disturbances, was
validated through simulation (Section 2.4). The Stewart platform architecture was selected for the active stage, and its
kinematics, dynamics, and control were analyzed (Section 2.5). The chapter culminates in Section 2.6 with closed-loop
simulations of the integratedNASS concept under realistic conditions, validating its feasibility andproviding confidence
for proceeding to the detailed design phase. Dynamic error budgeting [98, 104] was employed throughout this phase to
identify performance limitations and guide concept selection.

Detailed design Chapter 3 focuses on translating the validated NASS concept into an optimized, implementable
design. Building upon the conceptual model which used idealized components, this phase addresses the detailed speci-
fication and optimization of each subsystem. It starts with the determination of the optimal active platform geometry
(Section 3.1), analyzing the influence of geometric parameters on mobility, stiffness, and dynamics, leading to specific
requirements for actuator stroke and joint mobility. A hybrid multi-body/FEA modeling methodology is introduced
and experimentally validated (Section 3.2), then applied to optimize the actuators (Section 3.2.2) and flexible joints
(Section 3.2.3) while maintaining system-level simulation capability. Control strategy refinement (Section 3.3) involves
optimal integration ofmultiple sensors in the control architecture, evaluating decoupling strategies, and discussing con-
troller optimization for decoupled systems. Instrumentation selection (Section 3.4) is guided by dynamic error budget-
ing to establish noise specifications, followed by experimental characterization. The chapter concludes (Section 3.5) by
presenting the final, optimized active platform design, ready for procurement and assembly.

Experimental validation Chapter 4 details the experimental validation process, proceeding systematically from
component-level characterization to full system evaluation on the beamline. Actuators of the active platformwere char-
acterized, models validated, and active damping tested (Section 4.1). Flexible joints were tested on a dedicated bench to
verify stiffness and stroke specifications (Section 4.2). Assembled struts (actuators + joints) were then characterized to
ensure consistency and validate multi-body models (Section 4.3). The complete active platform assembly was tested on
an isolated table, allowing accurate dynamic identification andmodel validation under various payload conditions (Sec-
tion 4.4). Finally, the integratedNASSwas validated on the ID31beamline using a purpose-built short-strokemetrology
system (Section 4.5). The implemented control architecture was tested under realistic experimental scenarios, including
tomography with heavy payloads, confirming the system’s performance and robustness.
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Figure 2.1: Overview of the conceptual design development. The approach evolves from simplified analytical models to a multi-
body model tuned from experimental modal analysis. Closed-loop simulations of tomography experiments are used to
validate the concept.

Abstract

The conceptual design of the Nano Active Stabilization System (NASS) follows a methodical progression from simple
to more accurate modeling approaches, as illustrated in Figure 2.1.

The design process begins with a uniaxial model, presented in Section 2.1, which provides initial insights into funda-
mental challenges associated with this complex system. This simplified representation focuses exclusively on the vertical
direction—having the most stringent requirements—though similar conclusions were drawn from analyses of other
axes. Despite its simplicity, this uniaxial model proves valuable for testing initial control strategies and, more impor-
tantly, for evaluating how the active platform stiffness affects overall system performance.

Building upon these findings, Section 2.2 introduces the rotational aspect through a three-degree-of-freedom model.
This newmodel allows to study the gyroscopic effects induced by the spindle’s continuous rotation—a distinctive char-
acteristic of theNASS.The investigation reveals that these gyroscopic effects havemore impact on softer active platforms,
creating significant challenges for stability and control.

As the investigation progressed, the need for a more accurate representation of the micro-station dynamics became in-
creasingly evident. To construct such amodel, a comprehensivemodal analysis was conducted, as detailed in Section 2.3.
This experimentalmodal analysis confirmed the complexnature of themicro-stationdynamicswhile validating that each
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stage behaves predominantly as a rigid body within the frequency range of interest—thus supporting the subsequent
development of a multi-body model.

Section 2.4 presents the development of this multi-body model for the micro-station. Parameters were meticulously
tuned to match measured compliance characteristics, and disturbance sources were carefully modeled based on exper-
imental data. This refined model was then validated through simulations of scientific experiments, demonstrating its
accuracy in representing the micro-station behavior under typical operating conditions.

For the active stabilization stage, the Stewart platform architecture was selected after careful evaluation of various op-
tions. Section 2.5 examines the kinematic and dynamic properties of this parallel manipulator, exploring its control
challenges and developing appropriate control strategies for implementation within the NASS. Themulti-bodymodel-
ing approach facilitated the seamless integration of the active platform with the micro-station model.

Finally, Section 2.6 validates the NASS concept through Closed Loop (CL) simulations of tomography experiments.
These simulations incorporate realistic disturbance sources, confirming the viability of the proposed design approach
and control strategies.

This progressive approach, beginning with easily comprehensible simplifiedmodels, proved instrumental in developing
a thorough understanding of the physical phenomena at play. By methodically increasing model complexity only as
needed, the design process converged efficiently toward a concept capable of delivering the required performance levels.
The confidence gained through this systematic investigation provides a solid foundation for transitioning to the detailed
design phase, which will be addressed in the following chapter.
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2.1 Uni-axialModel

In this report, a uniaxial model of the Nano Active Stabilization System (NASS) is developed and used to obtain a first
idea of the challenges involved in this complex system. Note that in this study, only the vertical direction is considered
(which is the most stiff), but other directions were considered as well, leading to similar conclusions.

Tohave a relevantmodel, themicro-station dynamics is first identified and itsmodel is tuned tomatch themeasurements
(Section 2.1.1). Then, a model of the active platform is added on top of the micro-station. With the added sample and
sensors, this gives a uniaxial dynamical model of the NASS that will be used for further analysis (Section 2.1.2).

The disturbances affecting position stability are identified experimentally (Section 2.1.3) and included in the model for
dynamical noise budgeting (Section 2.1.4). In all the following analysis, three active platform stiffnesses are considered
to better understand the trade-offs and to find the most adequate active platform design. Three sample masses are also
considered to verify the robustness of the applied control strategies with respect to a change of sample.

To improve the position stability of the sample, an High Authority Control / Low Authority Control (HAC-LAC)
strategy is applied. It consists of first actively damping the plant (the LAC part), and then applying a position control
on the damped plant (the HAC part).

Three active damping techniques are studied (Section 2.1.5) which are used to both reduce the effect of disturbances and
make the system easier to control afterwards. Once the system is well damped, a feedback position controller is applied
and the obtained performance is analyzed (Section 2.1.6).

Two key effects that may limit that positioning performances are then considered: the limitedmicro-station compliance
(Section 2.1.7) and the presence of dynamics between the active platform and the sample’s PoI (Section 2.1.8).

2.1.1 Micro StationModel

In this section, a uniaxial model of the micro-station is tuned to match measurements made on the micro-station.

Measured Dynamics The measurement setup is schematically shown in Figure 2.2a where two vertical hammer
hits are performed, one on the Granite (force Fg) and the other on the positioning hexapod’s top platform (force Fh).
The vertical inertial motion of the granite xg and the top platform of the positioning hexapod xh are measured using
geophones1. Three Frequency Response Functions (FRFs) were computed: one from Fh to xh (i.e., the compliance of
the micro-station), one from Fg to xh (or from Fh to xg) and one from Fg to xg .

Due to the poor coherence2 at low frequencies, these Frequency Response Functions will only be shown between 20
and 200Hz (solid lines in Figure 2.3).

Uniaxial Model The uniaxial model of the micro-station is shown in Figure 2.2b. It consists of a mass spring
damper system with three DoFs. A mass-spring-damper system represents the granite (with massmg , stiffness kg and
damping cg). Another mass-spring-damper system represents the different micro-station stages (the Ty stage, the Ry

stage and theRz stage) withmassmt, damping ct and stiffness kt. Finally, a thirdmass-spring-damper system represents
the positioning hexapod with massmh, damping ch and stiffness kh.

1Mark Product L4-C geophones are used with a sensitivity of 171 V
m/s and a natural frequency of≈ 1Hz.

2Coherence is a statistical measure (ranging from 0 to 1) used in system identification to assess how well the output of a linear system can be
predicted from its input. Values near 1 indicate strong linear correlation, while noise or non-linearities reduce coherence and indicate poor data
quality.
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Figure 2.2: Schematic of the Micro-Station measurement setup and uniaxial model.

The masses of the different stages are estimated from the 3D model, while the stiffnesses are from the data-sheet of the
manufacturers. The damping coefficients were tuned to match the damping identified from the measurements. The
parameters obtained are summarized in Table 2.1.

Table 2.1: Physical parameters used for the micro-station uniaxial model.

Stage Mass Stiffness Damping

Hexapod mh = 15 kg kh = 61N/µm ch = 3 kN
m/s

Ty , Ry , Rz mt = 1200 kg kt = 520N/µm ct = 80 kN
m/s

Granite mg = 2500 kg kg = 950N/µm cg = 250 kN
m/s

Two disturbances are considered which are shown in red: the floor motion xf and the stage vibrations represented by
ft. The hammer impactsFh, Fg are shown in blue, whereas themeasured inertialmotionsxh, xg are shown in black.

Comparison ofModel andMeasurements The transfer functions from the forces injected by the hammers to
themeasured inertialmotionof thepositioninghexapod andgranite are extracted from theuniaxialmodel and compared
to the measurements in Figure 2.3.

Because the uniaxial model has three DoFs, only three modes with frequencies at 70Hz, 140Hz and 320Hz are mod-
eled. Manymoremodes can be observed in themeasurements (see Figure 2.3). However, the goal is not to have a perfect
matchwith themeasurement (this would require amuchmore complexmodel), but to have a first approximation. More
accurate models will be used later on.

2.1.2 Active PlatformModel

Amodel of the active platform and sample is now added on top of the uniaxial model of themicro-station (Figure 2.4a).
Disturbances (shown in red) are fs the direct forces applied to the sample (for example cable forces), ft representing the
vibrations induced when scanning the different stages and xf the floor motion. The control signal is the force applied
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Figure 2.3: Comparison of the measured Frequency Response Functions (FRF) and the uniaxial model dynamics.

by the active platform f and the measurement is the relative motion between the sample and the granite d. The sample
is here considered as a rigid body and rigidly fixed to the active platform. The effect of resonances between the sample’s
PoI and the active platform actuator will be considered in Section 2.1.8.

Active PlatformParameters The active platform is represented by amass spring damper system (shown in blue
in Figure 2.4a). Its massmn is set to 15 kg while its stiffness kn can vary depending on the chosen architecture/technol-
ogy. The sample is represented by a massms that can vary from 1 kg up to 50 kg.

As a first example, the active platform stiffness of is set at kn = 10N/µm and the sample mass is chosen at ms =
10 kg.

ObtainedDynamicResponse The sensitivity to disturbances (i.e., the transfer functions fromxf , ft, fs to d) can
be extracted from the uniaxial model of Figure 2.4a and are shown in Figure 2.5. The plant (i.e., the transfer function
from actuator force f to displacement d) is shown in Figure 2.4b.

For further analysis, 9 “configurations” of the uniaxial NASS model of Figure 2.4a will be considered: three active plat-
form stiffnesses (kn = 0.01N/µm, kn = 1N/µm and kn = 100N/µm) combined with three sample’s masses
(ms = 1 kg,ms = 25 kg andms = 50 kg).

2.1.3 Identification of Disturbances

To quantify disturbances (red signals in Figure 2.4a), three geophones1 are used. One is located on the floor, another
one on the granite, and the last one on the positioning hexapod’s top platform (see Figure 2.6a). The geophone located

1Mark Product L-22D geophones are used with a sensitivity of 88 V
m/s and a natural frequency of≈ 2Hz.
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(b) Plant Dynamics

Figure 2.4: Uniaxial model of the NASS (a) with the micro-station shown in black, the active platform in blue, the sample in green
and disturbances in red. Transfer function from f to d (b).

on the floor was used to measure the floor motion xf while the other two geophones were used to measure vibrations
introduced by scanning of the Ty stage andRz stage (see Figure 2.6b).

GroundMotion To acquire the geophone signals, themeasurement setup shown in Figure 2.7 is used. The voltage
generated by the geophone is amplified using a low noise voltage amplifier1 with a gain of 60 dB before going to the
Analog to Digital Converter (ADC). This is done to improve the signal-to-noise ratio.

To reconstruct the displacement xf from the measured voltage V̂xf
, the transfer function of the measurement chain

from xf to V̂xf
needs to be estimated. First, the transfer function Ggeo from the floor motion xf to the generated

geophone voltage Vxf
is shown in (2.1), with Tg = 88 V

m/s the sensitivity of the geophone, f0 = ω0

2π = 2Hz its
resonance frequency and ξ = 0.7 its damping ratio. This model of the geophone was taken from [26]. The gain of the
voltage amplifier is V ′

xf
/Vxf

= g0 = 1000.

Ggeo(s) =
Vxf

xf
(s) = Tg · s ·

s2

s2 + 2ξω0s+ ω2
0

[V/m] (2.1)

The Amplitude Spectrum Density (ASD) of the floor motion Γxf
can be computed from the Amplitude Spectrum

Density ofmeasured voltageΓV̂xf
using (2.2). The estimatedASDΓxf

of the floormotionxf is shown inFigure 2.8a.

Γxf
(ω) =

ΓV̂xf
(ω)

|Ggeo(jω)| · g0

[
m/

√
Hz
]

(2.2)

1DLPVA-100-B from Femto with a voltage input noise is 2.4 nV/
√
Hz.
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Figure 2.5: Sensitivity of the relative motion d to the following disturbances: fs the direct forces applied on the sample (a), ft
disturbances from the micro-station stages (b) and xf the floor motion (c).
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(a) Disturbance measurement setup - Schematic (b) Geophones used to measure vibrations induced by Ty andRz scans

Figure 2.6: Identification of the disturbances coming from themicro-station. Themeasurement schematic is shown in (a). Apicture
of the setup is shown in (b).

StageVibration To estimate the vibrations induced by scanning themicro-station stages, two geophones are used,
as shown in Figure 2.6b. The vertical relative velocity between the top platform of the positioning hexapod and the
granite is estimated in two cases: without moving the micro-station stages, and then during a Spindle rotation at 6
Rotations Per Minute (RPM). The vibrations induced by the Ty stage are not considered here because they have less
amplitude than the vibrations induced by theRz stage and because the Ty stage can be scanned at lower velocities if the
induced vibrations are found to be an issue.

The amplitude spectral density of the relativemotionwith andwithout the Spindle rotation are compared in Figure 2.9.
It is shown that the spindle rotation increases the vibrations above 20Hz. The sharp peak observed at 24Hz is believed
to be induced by electromagnetic interference between the currents in the spindle motor phases and the geophone cable
because this peak is not observed when rotating the spindle “by hand”.

To compute the equivalent disturbance force ft (Figure 2.2b) that induces such motion, the transfer functionGft(s)
from ft to the relative motion between the positioning hexapod’s top platform and the granite (xh − xg) is extracted
from themodel. The amplitude spectral densityΓft of the disturbance force is them computed from (2.3) and is shown
in Figure 2.8b.
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Figure 2.7:Measurement setup for one geophone. The inertial displacementxf is converted to a voltageVxf by the geophone. This
voltage is amplified by a factor g0 = 60 dB using a low-noise voltage amplifier. It is then converted to a digital value V̂xf

using a 16bit ADC.
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Figure 2.8: Estimated amplitude spectral density of the floor motion xf (a) and of the stage disturbances ft (b).

Γft(ω) =
ΓRz

(ω)

|Gft(jω)|
(2.3)

2.1.4 Open-Loop Dynamic Noise Budgeting

Now that a model of the NASS has been obtained (see section 2.1.2) and that the disturbances have been estimated (see
section 2.1.3), it is possible to perform an open-loop dynamic noise budgeting.

100 101 102

Frequency [Hz]

10!12

10!10

10!8

A
m

p
l.

S
p
ec

tr
al

D
en

si
ty

h m
p

H
z

i

6rpm
0rpm

Figure 2.9: Amplitude Spectral DensityΓRz of the relativemotionmeasured between the granite and the positioning hexapod’s top
platform during continuous Spindle rotation.
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To perform such noise budgeting, the disturbances need to bemodeled by their spectral densities (done in section 2.1.3).
Then, the transfer functions from disturbances to the performance metric (here the distance d) are computed. Finally,
these two types of information are combined to estimate the corresponding spectral density of the performance metric.
This is very useful to identifywhat is limiting the performance of the system, and to compare the achievable performance
with different system parameters.

Sensitivity toDisturbances From the uniaxial model of theNASS (Figure 2.4a), the transfer function from the
disturbances (fs, xf and ft) to the displacement d are computed.

This is done for two extreme sample massesms = 1 kg andms = 50 kg and three active platform stiffnesses:

• kn = 0.01N/µm that represents a voice coil actuator with soft flexible guiding

• kn = 1N/µm that represents a voice coil actuator with a stiff flexible guiding or a mechanically amplified piezo-
electric actuator

• kn = 100N/µm that represents a stiff piezoelectric stack actuator

The obtained sensitivity to disturbances for the three active platform stiffnesses are shown in Figure 2.10 for the sample
massms = 1 kg (the same conclusions can be drawn withms = 50 kg):

• The soft active platform is more sensitive to forces applied on the sample (cable forces for instance), which is
expected due to its lower stiffness (Figure 2.10a)

• Between the suspensionmode1 of the active platform (here at 5Hz) and the first mode of the micro-station (here
at 70Hz), the disturbances induced by the stage vibrations are filtered out (Figure 2.10b)

• Above the suspensionmode of the active platform, the sample’s inertial motion is unaffected by the floormotion;
therefore, the sensitivity to floor motion is close to 1 (Figure 2.10c)
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Figure 2.10: Sensitivity of d to disturbances for three different active platform stiffnesses. fs the direct forces applied on the sample
(a), ft disturbances from the micro-station stages (b) and xf the floor motion (c).

1In this work, the “suspension mode” of a platform refers to a low-frequency vibration mode in which the supported payload behaves as a rigid
body, while the platform acts as a compliant support.
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Open-LoopDynamicNoise Budgeting Now, the amplitude spectral densities of the disturbances are considered
to estimate the residual motion d for each active platform and sample configuration. The Cumulative Amplitude Spec-
trum (CAS) of the relative motion d due to both floor motion xf and stage vibrations ft are shown in Figure 2.11a for
the three active platform stiffnesses. It is shown that the effect of floor motion is much less than that of stage vibrations,
except for the soft active platform below 5Hz.

The total cumulative amplitude spectrumof d for the three active platform stiffnesses and for the two samplesmasses are
shown in Figure 2.11b. The conclusion is that the sample mass has little effect on the cumulative amplitude spectrum
of the relative motion d.
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(a) Effect of floor motion xf and stage disturbances ft

100 101 102

Frequency [Hz]

10!12

10!10

10!8

10!6

C
A

S
[m

] 20 nm RMS

ms = 1 kg, kn = 0:01N=7m
ms = 1 kg, kn = 1N=7m
ms = 1 kg, kn = 100N=7m
ms = 50 kg, kn = 0:01N=7m
ms = 50 kg, kn = 1N=7m
ms = 50 kg, kn = 100N=7m

(b) Effect of active platform stiffness kn and payload massms

Figure 2.11: Cumulative Amplitude Spectrum of the relative motion d. The effect of xf and ft are shown in (a). The effect of
sample mass for the three active platform stiffnesses is shown in (b). The control objective of having a residual error of
20 nmRMS is shown by the horizontal black dashed line.

Conclusion The open-loop residual vibrations of d can be estimated from the low-frequency value of the cumula-
tive amplitude spectrum in Figure 2.11b. This residual vibration of d is found to be in the order of 100 nmRMS for
the stiff active platform (kn = 100N/µm), 200 nmRMS for the relatively stiff active platform (kn = 1N/µm) and
1µmRMS for the soft active platform (kn = 0.01N/µm). From this analysis, it may be concluded that the stiffer the
active platform the better.

However, what is more important is the closed-loop residual vibration of d (i.e., while the feedback controller is used).
The goal is to obtain a closed-loop residual vibration εd ≈ 20 nmRMS (represented by an horizontal dashed black line
in Figure 2.11b). The bandwidth of the feedback controller leading to a closed-loop residual vibration of 20 nmRMS
can be estimated as the frequency at which the cumulative amplitude spectrum crosses the black dashed line in Fig-
ure 2.11b.

Aclosed loopbandwidthof≈ 10Hz is found for the soft active platform (kn = 0.01N/µm),≈ 50Hzfor the relatively
stiff active platform (kn = 1N/µm), and≈ 100Hz for the stiff active platform (kn = 100N/µm). Therefore, while
the open-loop vibration is the lowest for the stiff active platform, it requires the largest feedback bandwidth to meet the
specifications.

The advantage of the soft active platform can be explained by its natural isolation from themicro-station vibration above
its suspension mode, as shown in Figure 2.10b.
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2.1.5 Active Damping

In this section, three active damping techniques are applied to the active platform (see Figure 2.12): Integral Force Feed-
back (IFF) [111], Relative Damping Control (RDC) [109, Chapter 7.2] and Direct Velocity Feedback (DVF) [74, 112,
127].

These damping strategies are first described and are then compared in terms of achievable damping of the active platform
mode, reduction of the effect of disturbances (i.e., xf , ft and fs) on the displacement d.
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Figure 2.12: Three active damping strategies. Integral Force Feedback (a) using a force sensor, Relative Damping Control (b) using
a relative displacement sensor, and Direct Velocity Feedback (c) using a geophone.

Integral Force Feedback (IFF) The Integral Force Feedback strategy consists of using a force sensor in series with
the actuator (see Figure 2.13a) and applying an “integral” feedback controller (2.4).

KIFF(s) =
g

s
(2.4)

Themechanical equivalent of this IFF strategy is a dashpot in series with the actuator stiffness with a damping coefficient
equal to the stiffness of the actuator divided by the controller gain k/g (see Figure 2.13b).

Relative Damping Control (RDC) For the Relative Damping Control strategy, a relative motion sensor that
measures the motion of the actuator is used (see Figure 2.14a) and a “derivative” feedback controller is used (2.5).

KRDC(s) = −g · s (2.5)
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Figure 2.13: Integral Force Feedback (a) is equivalent to a damper in series with the actuator stiffness (b).

The mechanical equivalent of RDC is a dashpot in parallel with the actuator with a damping coefficient equal to the
controller gain g (see Figure 2.14b).
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Figure 2.14: Relative Damping Control (a) is equivalent to a damper in parallel with the actuator (b).

Direct Velocity Feedback (DVF) Finally, the direct velocity feedback strategy consists of using an inertial sensor
(usually a geophone) that measures the “absolute” velocity of the body fixed on top of the actuator (see Figure 2.15a).
This velocity is fed back to the actuator with a “proportional” controller (2.6).

KDVF(s) = −g (2.6)

This is equivalent to a dashpot (with a damping coefficient equal to the controller gain g) between the body (on which
the inertial sensor is fixed) and an inertial reference frame (see Figure 2.15b). This is usually referred to as “sky hook
damper”.
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Figure 2.15: Direct velocity Feedback (a) is equivalent to a “sky hook damper” (b).

Plant Dynamics for Active Damping The plant dynamics for all three active damping techniques are shown
in Figure 2.16. All have alternating poles and zeros meaning that the phase does not vary by more than 180 deg which
makes the design of a robust damping controller very easy.

This alternating poles and zeros property is guaranteed for the IFF and RDC cases because the sensors are collocated
with the actuator [109, Chapter 7]. For the DVF controller, this property is not guaranteed, and may be lost if some
flexibility between the active platform and the sample is considered [109, Chapter 8.4].

When the active platform’s suspension modes are at frequencies lower than the resonances of the micro-station (blue
and red curves in Figure 2.16), the resonances of the micro-stations have little impact on the IFF and DVF transfer
functions. For the stiff active platform (yellow curves), themicro-station dynamics can be seen on the transfer functions
in Figure 2.16. Therefore, it is expected that the micro-station dynamics might impact the achievable damping if a stiff
active platform is used.

Achievable Damping and Damped Plants To compare the added damping using the three considered active
damping strategies, the root locus plot is used. Indeed, the damping ratio ξ of a pole in the complex plane can be esti-
mated from the angle φ it makes with the imaginary axis (2.7). Increasing the angle with the imaginary axis therefore
means that more damping is added to the considered resonance. This is illustrated in Figure 2.18 by the dashed black
line indicating the maximum achievable damping.

ξ = sin(φ) (2.7)

The root locus for the three active platform stiffnesses and the three active damping techniques are shown in Figure 2.17.
All three active damping approaches can lead to critical damping of the active platform suspension mode (angle φ can
be increased up to 90 degrees). There is even some damping authority onmicro-stationmodes in the following cases:

IFF with a stiff active platform (Figure 2.17c) This canbeunderstood fromthemechanical equivalent of IFF shown
in Figure 2.13b considering an high stiffness k. The micro-station top platform is connected to an inertial mass
(the active platform) through a damper, which dampens the micro-station suspension mode.

DVF with a stiff active platform (Figure 2.17c) In that case, the “sky hook damper” (see mechanical equivalent of
DVF in Figure 2.15b) is connected to the micro-station top platform through the stiff active platform.
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Figure 2.16: Plant dynamics for the three active damping techniques: IFF (a), RDC (b) and DVF (c)). Three active platform stiff-
nesses (kn = 0.01N/µm in blue, kn = 1N/µm in red and kn = 100N/µm in yellow) and three sample’s masses
(ms = 1 kg: solid curves,ms = 25 kg: dot-dashed curves, andms = 50 kg: dashed curves) are considered in each
case.

RDC with a soft active platform (Figure 2.18) At the frequency of themicro-stationmode, the active platform top
mass behaves as an inertial reference because the suspension mode of the soft active platform is at much lower
frequency. The micro-station and the active platform masses are connected through a large damper induced by
RDC (see mechanical equivalent in Figure 2.14b) which allows some damping of the micro-station.

The transfer functions from the plant input f to the relative displacement d while active damping is implemented are
shown in Figure 2.19. All three active damping techniques yielded similar damped plants.

Sensitivity toDisturbances andNoiseBudgeting Reasonable gains are chosen for the three active damping
strategies such that the active platform suspension mode is well damped. The sensitivity to disturbances (direct forces
fs, stage vibrations ft and floor motion xf ) for all three active damping techniques are compared in Figure 2.20. The
comparison is done with the active platform having a stiffness kn = 1N/µm.

Several conclusions can be drawn by comparing the obtained sensitivity transfer functions:

• IFF degrades the sensitivity to direct forces on the sample (i.e., the compliance) below the resonance of the active
platform (Figure 2.20a). This is a well-known effect of using IFF for vibration isolation [27].

• RDC degrades the sensitivity to stage vibrations around the active platform’s resonance as compared to the other
twomethods (Figure 2.20b). This is because the equivalent damper in parallel with the actuator (see Figure 2.14b)
increases the transmission of the micro-station vibration to the sample which is not the same for the other two
active damping strategies.
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Figure 2.17: Root loci for the three active damping techniques (IFF in blue, RDC in red and DVF in yellow). This is shown for the
three active platform stiffnesses. The root loci are zoomed on the suspension mode of the active platform.
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Figure 2.18: Root locus for the three damping techniques applied with the soft active platform. It is shown that the RDC active
damping technique has some authority on one mode of the micro-station. This mode corresponds to the suspension
mode of the positioning hexapod.
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Figure 2.19: Obtained damped transfer functions from f to d for the three damping techniques.
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• both IFF andDVFdegrade the sensitivity tofloormotionbelow the resonanceof the activeplatform(Figure 2.20c).
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Figure 2.20: Change of sensitivity to disturbances for all three active damping strategies. Considered disturbances are fs the direct
forces applied on the sample (a), ft disturbances from the micro-station stages (b) and xf the floor motion (c).

From the amplitude spectral density of the disturbances (computed in Section 2.1.3) and the sensitivity to disturbances
estimated using the three active damping strategies, a noise budget can be calculated. The cumulative amplitude spec-
trumof the distancedwith all three active damping techniques is shown inFigure 2.21 and comparedwith the open-loop
case. All three active damping methods give similar results.

100 101 102

Frequency [Hz]

10!9

10!8

10!7

10!6

C
A

S
o
f
d

[m
]

(a) kn = 0.01N/µm

100 101 102

Frequency [Hz]

(b) kn = 1N/µm

100 101 102

Frequency [Hz]

OL
IFF
RDC
DVF

(c) kn = 100N/µm

Figure 2.21: Comparison of the Cumulative Amplitude Spectrum of the distance d for all three active damping techniques.

Conclusion Three active damping strategies have been studied for the Nano Active Stabilization System (NASS).
Equivalent mechanical representations were derived which are helpful for understanding the specific effects of each
strategy. The plant dynamics were then compared and were found to all have alternating poles and zeros, which helps in
the design of the active damping controller. However, this property is not guaranteed forDVF. The achievable damping
of the active platform suspension mode can be made as large as possible for all three active damping techniques. Even
some damping can be applied to some micro-station modes in specific cases. The obtained damped plants were found
to be similar. The damping strategies were then compared in terms of disturbance reduction.

The comparison between the three active damping strategies is summarized in Table 2.2. It is difficult to conclude on
the best active damping strategy for theNanoActive Stabilization System (NASS) yet. The one used will be determined
by the use of more accurate models and will depend on which is easiest to implement in practice
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Table 2.2: Comparison of active damping strategies for the NASS.

IFF RDC DVF

Sensor Force sensor Relative motion sensor Inertial sensor

Damping Up to critical Up to critical Up to Critical

Robustness Requires collocation Requires collocation Impacted by geophone resonances

fs Disturbance ↗ at low frequency ↘ near resonance ↘ near resonance
ft Disturbance ↘ near resonance ↗ near resonance ↘ near resonance
xf Disturbance ↗ at low frequency ↘ near resonance ↗ at low frequency

2.1.6 Position Feedback Controller

The High Authority Control / Low Authority Control (HAC-LAC) architecture is shown in Figure 2.22a. This cor-
responds to a two step control strategy:

• First, an active damping controllerKLAC is implemented (see Section 2.1.5). It allows the vibration level to be
reduced, and it alsomakes the damped plant (transfer function fromu′ to y) easier to control than the undamped
plant (transfer function from u to y). This is called low authority control as it only slightly affects the system
poles [109, Chapter 14.6].

• Then, a position controllerKHAC is implemented and is used to control the position d. This is called high au-
thority control as it usually relocates the system’s poles.

In this section, Integral Force Feedback is used as the LowAuthorityController (the other twodamping strategieswould
lead to the same conclusions here). This control architecture applied to the uniaxial model is shown in Figure 2.22b.
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Damped Plant Dynamics The damped plants obtained for the three active platform stiffnesses are shown in Fig-
ure 2.23. For kn = 0.01N/µm and kn = 1N/µm, the dynamics are quite simple and can be well approximated
by a second-order plant (Figures 2.23a and 2.23b). However, this is not the case for the stiff active platform (kn =
100N/µm) where two modes can be seen (Figure 2.23c). This is due to the interaction between the micro-station
(modeled modes at 70Hz, 140Hz and 320Hz) and the active platform. This effect will be further explained in Sec-
tion 2.1.7.
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Figure 2.23: Obtained damped plant using Integral Force Feedback for three sample masses.

PositionFeedbackController Theobjective is to designhigh-authority feedback controllers for the three active
platforms. This controller must be robust to the change of sample’s mass (from 1 kg up to 50 kg).

The required feedback bandwidths were estimated in Section 2.1.4:

• fb ≈ 10Hz for the soft active platform (kn = 0.01N/µm). Near this frequency, the plants (shown in Fig-
ure 2.23a) are equivalent to a mass line (i.e., slope of−40 dB/dec and a phase of -180 degrees). The gain of this
mass line can vary up to a fact ≈ 5 (suspended mass from 16 kg up to 65 kg). This means that the designed
controller will need to have large gain margins to be robust to the change of sample’s mass.

• ≈ 50Hz for the relatively stiff active platform (kn = 1N/µm). Similar to the soft active platform, the plants
near the crossover frequency are equivalent to a mass line (Figure 2.23b). It will probably be easier to have a little
bit more bandwidth in this configuration to be further away from the active platform suspension mode.

• ≈ 100Hz for the stiff active platform (kn = 100N/µm). Contrary to the two first active platform stiffnesses,
here the plants have more complex dynamics near the desired crossover frequency (see Figure 2.23c). The micro-
station is not stiff enough to have a clear stiffness line at this frequency. Therefore, there is both a change of phase
and gain depending on the sample mass. This makes the robust design of the controller more complicated.
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Position feedback controllers are designed for each active platform such that it is stable for all considered sample masses
with similar stability margins (see Nyquist plots in Figure 2.24). An arbitrary minimum modulus margin of 0.25 was
chosen when designing the controllers. These High Authority Controls (HACs) are generally composed of a lag at low
frequency for disturbance rejection, a lead to increase the phase margin near the crossover frequency, and a Low Pass
Filter (LPF) to increase the robustness to high-frequency dynamics. The controllers used for the three active platform
are shown in Equation (2.8), and the parameters used are summarized in Table 2.3.

Ksoft(s) = g · s+ ω0

s+ ωi︸ ︷︷ ︸
lag

·
1 + s

ωc/
√
a

1 + s
ωc

√
a︸ ︷︷ ︸

lead

· 1

1 + s
ωl︸ ︷︷ ︸

LPF

(2.8a)

Kmid(s) = g ·
(
s+ ω0

s+ ωi

)2

︸ ︷︷ ︸
2 lags

·
1 + s

ωc/
√
a

1 + s
ωc

√
a︸ ︷︷ ︸

lead

· 1

1 + s
ωl︸ ︷︷ ︸

LPF

(2.8b)

Kstiff(s) = g ·
(

1

s+ ωi

)2

︸ ︷︷ ︸
2 lags

·

(
1 + s

ωc/
√
a

1 + s
ωc

√
a

)2

︸ ︷︷ ︸
2 leads

· 1

1 + s
ωl︸ ︷︷ ︸

LPF

(2.8c)

Table 2.3: Parameters used for the position feedback controllers.

Soft Moderately stiff Stiff

Gain g = 4 · 105 g = 3 · 106 g = 6 · 1012
Lead a = 5, ωc = 20Hz a = 4, ωc = 70Hz a = 5, ωc = 100Hz
Lag ω0 = 5Hz, ωi = 0.01Hz ω0 = 20Hz, ωi = 0.01Hz ωi = 0.01Hz
LPF ωl = 200Hz ωl = 300Hz ωl = 500Hz

The loop gains corresponding to the designed High Authority Controls for the three active platform are shown in Fig-
ure 2.25. We can see that for the soft and moderately stiff active platform (Figures 2.24a and 2.24b), the crossover fre-
quency varies significantly with the samplemass. This is because the crossover frequency corresponds to themass line of
the plant (whose gain is inversely proportional to the mass). For the stiff active platform (Figure 2.24c), it was difficult
to achieve the desired closed-loop bandwidth of≈ 100Hz. A crossover frequency of≈ 65Hz was achieved instead.

Note that these controllers were not designed using any optimization methods. The goal is to have a first estimation of
the attainable performance.
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Figure 2.24:Nyquist Plot for the High Authority Controllers. The modulus margin is illustrated by the black circles.



2.1 Uni-axialModel 44

10!2

100

102

L
o
o
p

G
a
in

ms = 1kg
ms = 25 kg
ms = 50 kg

100 101 102

Frequency [Hz]

-225

-180

-135

-90

P
h
a
se

[d
eg

]

(a) kn = 0.01N/µm

10!2

100

102

L
o
o
p

G
a
in

100 101 102

Frequency [Hz]

-225

-180

-135

-90

P
h
a
se

[d
eg

]
(b) kn = 1N/µm

10!2

100

102

L
o
o
p

G
a
in

100 101 102

Frequency [Hz]

-225

-180

-135

-90

P
h
a
se

[d
eg

]

(c) kn = 100N/µm

Figure 2.25: Loop gains for the High Authority Controllers.

Closed-Loop Noise Budgeting The High Authority Control are then implemented and the closed-loop sensi-
tivities to disturbances are computed. These are compared with the open-loop and damped plants cases in Figure 2.26
for just one configuration (moderately stiff active platform with 25 kg sample’s mass). As expected, the sensitivity to
disturbances decreased in the controller bandwidth and slightly increased outside this bandwidth.
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Figure 2.26: Change of sensitivity to disturbances with LAC and with HAC-LAC. An active platform with kn = 1N/µm and
a sample mass of 25 kg are used. Disturbances are: fs the direct forces applied on the sample (a), ft the disturbances
from the micro-station stages (b) and xf the floor motion (c).

The cumulative amplitude spectrum of the motion d is computed for all active platform configurations, all sample
masses and in the Open Loop (OL), damped (IFF) and position controlled (HAC-IFF) cases. The results are shown
in Figure 2.27. Obtained root mean square values of the distance d are better for the soft active platform (≈ 25 nm to
≈ 35 nm depending on the sample’s mass) than for the stiffer active platform (from≈ 30 nm to≈ 70 nm).

Conclusion On the basis of the open-loop noise budgeting made in Section 2.1.4, the closed-loop bandwidth re-
quired to obtain a vibration level of≈ 20 nmRMSwas estimated. To achieve such bandwidth, theHAC-LAC strategy
was followed, which consists of first using an active damping controller (studied in Section 2.1.5) and then adding a high
authority position feedback controller.
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Figure 2.27: Cumulative Amplitude Spectra for all three active platform stiffnesses in OL, with IFF and with HAC-LAC.

In this section, feedback controllers were designed in such a way that the required closed-loop bandwidth was reached
while being robust to changes in the payload mass. The attainable vibration control performances were estimated for
the three active platform stiffnesses and were found to be close to the required values. However, the stiff active platform
(kn = 100N/µm) requires the largest feedback bandwidth, which is difficult to achieve while being robust to the
change of payloadmass. A slight advantage can be given to the soft active platform as it requires less feedback bandwidth
while providing better stability results.

2.1.7 Effect of Limited Support Compliance

In this section, the impact of the compliance of the support (i.e., themicro-station) on the dynamics of the plant to con-
trol is studied. This is a critical point because the dynamics of the micro-station is complex, depends on the considered
direction (seemeasurements in Figure 2.3) andmay varywith position and time. It would bemuch better to have a plant
dynamics that is not impacted by the micro-station.

Therefore, the objective of this section is to obtain some guidance for the design of an active platform that will not be
impacted by the complex micro-station dynamics. To study this, two models are used (Figure 2.28). The first one con-
sists of the active platform directly fixed on top of the granite, thus neglecting any support compliance (Figure 2.28a).
The second one consists of the active platform fixed on top of the micro-station having some limited compliance (Fig-
ure 2.28b)

Neglected support compliance The limited compliance of the micro-station is first neglected and the uniaxial
model shown in Figure 2.28a is used. The active platform mass (including the payload) is set at 20 kg and three active
platform stiffnesses are considered, such that their resonance frequencies are at ωn = 10Hz, ωn = 70Hz and ωn =
400Hz. Obtained transfer functions from F to L′ (shown in Figure 2.29) are simple second-order low-pass filters.
When neglecting the support compliance, a large feedback bandwidth can be achieved for all three active platforms.

Effect of support compliance on L/f Some support compliance is now added and the model shown in Fig-
ure 2.28b is used. The parameters of the support (i.e.,mµ, cµ and kµ) are chosen to match the vertical mode at 70Hz
seen on the micro-station (Figure 2.3). The transfer functions from F to L (i.e., control of the relative motion of the
active platform) and fromL to d (i.e., control of the position between the active platform and the fixed granite) can then
be computed.
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Figure 2.28:Models used to study the effect of limited support compliance.
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Figure 2.29: Obtained transfer functions from F toL′ when neglecting support compliance.

When the relative displacement of the active platform L is controlled (dynamics shown in Figure 2.30), having a stiff
active platform (i.e., with a suspension mode at higher frequency than the mode of the support) makes the dynamics
less affected by the limited support compliance (Figure 2.30c). This is why it is very common to have stiff piezoelectric
stages fixed at the very top of positioning stages. In such a case, the control of the piezoelectric stage using its integrated
metrology (typically capacitive sensors) is quite simple as the plant is not much affected by the dynamics of the support
on which it is fixed.

If a soft active platform is used, the support dynamics appears in the dynamics betweenF andL (see Figure 2.30a)which
will impact the control robustness and performance.

Effectof supportcomplianceond/F When themotion to be controlled is the relative displacementdbetween
the granite and the active platform’s top platform (which is the case for theNASS), the effect of the support compliance
on the plant dynamics is opposite to that previously observed. Indeed, using a “soft” active platform (i.e., with a suspen-
sion mode at lower frequency than the mode of the support) makes the dynamics less affected by the support dynamics
(Figure 2.31a). Conversely, if a “stiff” active platform is used, the support dynamics appears in the plant dynamics (Fig-
ure 2.31c).

Conclusion To study the impact of support compliance on plant dynamics, simple models shown in Figure 2.28
were used. Depending on the quantity to be controlled (L or d in Figure 2.28b) and on the relative location of ων
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Figure 2.30: Effect of the support compliance on the transfer functions from F toL.
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Figure 2.31: Effect of the support compliance on the transfer functions from F to d.

(suspensionmode of the active platform)with respect toωµ (modes of the support), the interactionbetween the support
and the active platform dynamics can drastically change (observations made are summarized in Table 2.4).

For the Nano Active Stabilization System (NASS), having the suspensionmode of the active platform at lower frequen-
cies than the suspensionmodes of themicro-stationwouldmake theplant less dependent on themicro-stationdynamics,
and therefore easier to control. Note that the observations made in this section are also affected by the ratio between the
supportmassmµ and the active platformmassmn (the effect is more pronouncedwhen the ratiomn/mµ increases).

Table 2.4: Impact of the support dynamics on the plant dynamics.

ων � ωµ ων ≈ ωµ ων � ωµ

d/F small large large
L/F large large small

2.1.8 Effect of Payload Dynamics

Up to this section, the sample was modeled as a mass rigidly fixed to the active platform (as shown in Figure 2.32a).
However, such a sample may present internal dynamics, and its mounting on the active platform may have limited
stiffness. To study the effect of the sample dynamics, the models shown in Figure 2.32b are used.

Impact on Plant Dynamics To study the impact of the flexibility between the active platform and the payload, a
first (reference) model with a rigid payload, as shown in Figure 2.32a is used. Then “flexible” payload whose model is
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Figure 2.32:Models used to study the effect of payload dynamics.

shown in Figure 2.32b are considered. The resonances of the payload are set at ωs = 20Hz and at ωs = 200Hz while
its mass is eitherms = 1 kg orms = 50 kg.

The transfer functions from the active platform forceF to themotion of the active platform top platform are computed
for all the above configurations and are compared for a soft active platform (kn = 0.01N/µm) in Figure 2.33. It can
be seen that the mode of the sample adds an anti-resonance followed by a resonance (zero/pole pattern). The frequency
of the anti-resonance corresponds to the “free” resonance of the sample ωs =

√
ks/ms. The flexibility of the sample

also changes the high-frequency gain (the mass line is shifted from 1
(mn+ms)s2

to 1
mns2

).
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Figure 2.33: Effect of the payload dynamics on the soft active platform with light sample (a), and heavy sample (b).

The same transfer functions are now compared when using a stiff active platform (kn = 100N/µm) in Figure 2.34. In
this case, the sample’s resonanceωs is smaller than the active platform resonanceωn. This changes the zero/pole pattern
to a pole/zero pattern (the frequency of the zero still being equal to ωs). Even though the added sample’s flexibility still
shifts the high-frequency mass line as for the soft active platform, the dynamics below the active platform resonance is
much less impacted, even when the sample mass is high and when the sample resonance is at low frequency (see yellow
curve in Figure 2.34b).
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Figure 2.34: Effect of the payload dynamics on the stiff active platform with light sample (a), and heavy sample (b).

ImpactonClose Loop Performances Having a flexibility between themeasured position (i.e., the top platform
of the active platform) and the PoI to be positioned relative to the x-ray may also impact the closed-loop performance
(i.e., the remaining sample’s vibration).

To estimate whether the sample flexibility is critical for the closed-loop position stability of the sample, themodel shown
in Figure 2.35 is used. This is the same model that was used in Section 2.1.6 but with an added flexibility between the
active platform and the sample (considered sample modes are at ωs = 20Hz and ωn = 200Hz). In this case, the
measured (i.e., controlled) distance d is no longer equal to the real performance index (the distance y).

xf

mg

kg cgG
ra

ni
te

mt

kt ct ft

T
y
/R

y
/R

z

mh

kh chH
ex

ap
od

mn

fn

kn cn fA
ct

iv
e

Pl
at

fo
rm

ks csSa
m

pl
e

x-ray

d

y

KIFF

+

KHAC

f ′

Figure 2.35: Uniaxial model considering some flexibility between the active platform top platform and the sample. In this case, the
measured and controlled distance d is different from the distance y which is the real performance index.

The system dynamics is computed and IFF is applied using the same gains as those used in Section 2.1.5. Due to the
collocation between the active platform and the force sensor used for IFF, the damped plants are still stable and similar
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damping values are obtained than when considering a rigid sample. The High Authority Control used in Section 2.1.6
are then implementedon the dampedplants. Theobtained closed-loop systems are stable, indicating good robustness.

Finally, closed-loop noise budgeting is computed for the obtained closed-loop system, and the cumulative amplitude
spectrum of d and y are shown in Figure 2.36b. The cumulative amplitude spectrum of the measured distance d (Fig-
ure 2.36a) shows that the added flexibility at the sample location has very little effect on the control performance. How-
ever, the cumulative amplitude spectrum of the distance y (Figure 2.36b) shows that the stability of y is degraded when
the sample flexibility is considered and is degraded as ωs is lowered.

What happens is that above ωs, even though the motion d can be controlled perfectly, the sample’s mass is “isolated”
from the motion of the active platform and the control on y is not effective.
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Figure 2.36: Cumulative Amplitude Spectrum of the distances d and y. The effect of the sample’s flexibility does not affect much
d but is detrimental to the stability of y. A sample massms = 1 kg and an active platform stiffness of 100N/µm are
used for the simulations.

Conclusion Payload dynamics is usually a major concern when designing a positioning system. In this section, the
impact of the sample dynamics on the plantwas found to varywith the samplemass and the relative resonance frequency
of the sample ωs and of the active platform ωn. The larger the sample mass, the larger the effect (i.e., change of high-
frequency gain, appearance of additional resonances and anti-resonances). A zero/pole pattern is observed if ωs > ωn

and a pole/zero pattern if ωs > ωn. Such additional dynamics can induce stability issues depending on their position
relative to the desired feedback bandwidth, as explained in [117, Section 4.2]. The general conclusion is that the stiffer
the active platform, the less it is impacted by the payload’s dynamics, which would make the feedback controller more
robust to a change of payload. This is why high-bandwidth soft positioning stages are usually restricted to constant and
calibrated payloads (CD-player, lithography machines, isolation system for gravitational wave detectors, …), whereas
stiff positioning systems are usually used when the control must be robust to a change of payload’s mass (stiff piezo
nano-positioning stages for instance).

Having some flexibility between the measurement point and the PoI (i.e., the sample point to be position on the x-ray)
alsodegrades theposition stability. Therefore, it is important to take special carewhendesigning sampling environments,
especially if a soft active platform is used.

Conclusion

In this study, a uniaxial model of the nano-active-stabilization-system was tuned from both dynamical measurements
(Section 2.1.1) and from disturbances measurements (Section 2.1.3).
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Three active damping techniques canbe used to critically damp the active platform resonances (Section 2.1.5). However,
this model does not allow the determination of which one is most suited to this application (a comparison of the three
active damping techniques is done in Table 2.2).

Position feedback controllers have been developed for three considered active platform stiffnesses (Section 2.1.6). These
controllers were shown to be robust to the change of sample’s masses, and to provide good rejection of disturbances.
Having a soft active platform makes the plant dynamics easier to control (because its dynamics is decoupled from the
micro-station dynamics, see Section 2.1.7) and requires less position feedback bandwidth to fulfill the requirements.
The moderately stiff active platform (kn = 1N/µm) requires a higher feedback bandwidth, but still gives acceptable
results. However, the stiff active platform is themost complex to control and gives theworst positioning performance.
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2.2 Effect of Rotation

An important aspect of the Nano Active Stabilization System (NASS) is that the active platform continuously rotates
around a vertical axis, whereas the external metrology is not. Such rotation induces gyroscopic effects that may impact
the system dynamics and obtained performance. To study these effects, a model of a rotating suspended platform is first
presented (Section 2.2.1) This model is simple enough to be able to derive its dynamics analytically and to understand
its behavior, while still allowing the capture of important physical effects at play.

Integral Force Feedback (IFF) is then applied to the rotating platform, and it is shown that the unconditional stability
of IFF is lost due to the gyroscopic effects induced by the rotation (Section 2.2.2). Two modifications of the Integral
Force Feedback are then proposed. The first modification involves adding aHigh Pass Filter (HPF) to the IFF controller
(Section 2.2.3). It is shown that the IFF controller is stable for some gain values, and that damping can be added to the
suspension modes. The optimal High Pass Filter cut-off frequency is computed. The second modification consists of
adding a stiffness in parallel to the force sensors (Section 2.2.4). Under certain conditions, the unconditional stability
of the IFF controller is regained. The optimal parallel stiffness is then computed. This study of adapting IFF for the
damping of rotating platforms has been the subject of two published papers [33, 34].

It is then shown that Relative Damping Control (RDC) is less affected by gyroscopic effects (Section 2.2.5). Once the
optimal control parameters for the three tested active damping techniques are obtained, they are compared in terms of
achievable damping, damped plant and closed-loop compliance and transmissibility (Section 2.2.6).

The previous analysis was applied to three considered active platform stiffnesses (kn = 0.01N/µm, kn = 1N/µm
and kn = 100N/µm) and the optimal active damping controller was obtained in each case (Section 2.2.7). Up until
this section, the study was performed on a very simplistic model that only captures the rotation aspect, and the model
parameters were not tuned to correspond to the NASS. In the last section (Section 2.2.8), a model of the micro-station
is added below the active platformwith a rotating spindle and parameters tuned tomatch theNASS dynamics. The goal
is to determine whether the rotation imposes performance limitation on the NASS.

2.2.1 SystemDescription and Analysis

The systemused to study gyroscopic effects consists of a 2-DoFs translation stage on top of a rotating stage (Figure 2.37).
The rotating stage is supposed to be ideal, meaning it induces a perfect rotation θ(t) = Ωt where Ω is the rotational
speed in rad s−1. The suspended platform consists of two orthogonal actuators, each represented by three elements in
parallel: a spring with a stiffness k in Nm−1, a dashpot with a damping coefficient c in N/(m/s) and an ideal force
sourceFu, Fv . A payload with a massm in kg, is mounted on the (rotating) suspended platform. Two reference frames
are used: an inertial frame (~ix,~iy,~iz) and a uniform rotating frame (~iu,~iv,~iw) rigidly fixed on top of the rotating stage
with~iw alignedwith the rotation axis. The position of the payload is represented by (du, dv, 0) expressed in the rotating
frame. After the dynamics of this system is studied, the objective will be to dampen the two suspension modes of the
payload while the rotating stage performs a constant rotation.

Equations of Motion and Transfer Functions To obtain the equations of motion for the system repre-
sented in Figure 2.37, the Lagrangian equation (2.9) is used. L = T − V is the Lagrangian, T the kinetic coenergy, V
the potential energy, D the dissipation function, and Qi the generalized force associated with the generalized variable[
q1 q2

]
=
[
du dv

]
. These terms are derived in (2.10). Note that the equation ofmotion corresponding to constant

rotation around~iw is disregarded because this motion is imposed by the rotation stage.

d

dt

(
∂L

∂q̇i

)
+

∂D

∂q̇i
− ∂L

∂qi
= Qi (2.9)
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Figure 2.37: Schematic of the studied 2-DoFs translation stage on top of a rotation stage.

T =
1

2
m
(
(ḋu − Ωdv)

2 + (ḋv +Ωdu)
2
)
, Qu = Fu, Qv = Fv,

V =
1

2
k
(
du

2 + dv
2
)
, D =

1

2
c
(
ḋu

2 + ḋv
2
) (2.10)

Substituting equations (2.10) into equation (2.9) for both generalized coordinates gives two coupled differential equa-
tions (2.11a) and (2.11b).

md̈u + cḋu + (k −mΩ2)du = Fu + 2mΩḋv (2.11a)

md̈v + cḋv + (k−mΩ2︸ ︷︷ ︸
Centrif.

)dv = Fv − 2mΩḋu︸ ︷︷ ︸
Coriolis

(2.11b)

The uniform rotation of the system induces two gyroscopic effects as shown in equation (2.11):

• Centrifugal forces: that can be seen as an added negative stiffness−mΩ2 along~iu and~iv

• Coriolis forces: that adds coupling between the two orthogonal directions.

One can verify that without rotation (Ω = 0), the system becomes equivalent to two uncoupled one DoF mass-spring-
damper systems.

To study the dynamics of the system, the two differential equations of motions (2.11) are converted into the Laplace
domain and the 2 × 2 transfer function matrixGd from

[
Fu Fv

]
to
[
du dv

]
in equation (2.12) is obtained. The

four transfer functions inGd are shown in equation (2.13).

[
du
dv

]
= Gd

[
Fu

Fv

]
(2.12)
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Gd(1, 1) = Gd(2, 2) =
ms2 + cs+ k −mΩ2

(ms2 + cs+ k −mΩ2)
2
+ (2mΩs)

2 (2.13a)

Gd(1, 2) = −Gd(2, 1) =
2mΩs

(ms2 + cs+ k −mΩ2)
2
+ (2mΩs)

2 (2.13b)

To simplify the analysis, the undamped natural frequencyω0 and the damping ratio ξ defined in (2.14) are used instead.
The elements of the transfer function matrixGd are described by equation (2.15).

ω0 =

√
k

m
in rad s−1, ξ =

c

2
√
km

(2.14)

Gd(1, 1) =

1
k

(
s2

ω0
2 + 2ξ s

ω0
+ 1− Ω2

ω0
2

)
(

s2

ω0
2 + 2ξ s

ω0
+ 1− Ω2

ω0
2

)2
+
(
2 Ω
ω0

s
ω0

)2 (2.15a)

Gd(1, 2) =

1
k

(
2 Ω
ω0

s
ω0

)
(

s2

ω0
2 + 2ξ s

ω0
+ 1− Ω2

ω0
2

)2
+
(
2 Ω
ω0

s
ω0

)2 (2.15b)

System Poles: CampbellDiagram The poles ofGd are the complex solutions p of equation (2.16) (i.e. the roots
of its denominator).

(
p2

ω0
2
+ 2ξ

p

ω0
+ 1− Ω2

ω0
2

)2

+

(
2
Ω

ω0

p

ω0

)2

= 0 (2.16)

Supposing small damping (ξ � 1), two pairs of complex conjugate poles [p+, p−] are obtained as shown in equa-
tion (2.17).

p+ = −ξω0

(
1 +

Ω

ω0

)
± jω0

(
1 +

Ω

ω0

)
(2.17a)

p− = −ξω0

(
1− Ω

ω0

)
± jω0

(
1− Ω

ω0

)
(2.17b)

The real and complex parts of these two pairs of complex conjugate poles are represented in Figure 2.38 as a function of
the rotational speedΩ. As the rotational speed increases, p+ goes to higher frequencies and p− goes to lower frequencies
(Figure 2.38b). The system becomes unstable forΩ > ω0 as the real part of p− is positive (Figure 2.38a). Physically, the
negative stiffness term−mΩ2 induced by centrifugal forces exceeds the spring stiffness k.

System Dynamics: Effect of rotation The system dynamics from actuator forces [Fu, Fv] to the relative mo-
tion [du, dv] is identified for several rotating velocities. Looking at the transfer function matrixGd in equation (2.15),
one can see that the two diagonal (direct) terms are equal and that the two off-diagonal (coupling) terms are opposite.
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Figure 2.38: Campbell diagram: Real (a) and Imaginary (b) parts of the poles as a function of the rotating velocityΩ.

The bode plots of these two terms are shown in Figure 2.39 for several rotational speeds Ω. These plots confirm the
expected behavior: the frequencies of the two pairs of complex conjugate poles are further separated asΩ increases. For
Ω > ω0, the low-frequency pair of complex conjugate poles p− becomes unstable (shown be the 180 degrees phase lead
instead of phase lag).
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Figure 2.39: Bode plot of the direct (a) and coupling (b) terms for several rotating velocities.

2.2.2 Integral Force Feedback

The goal is now to damp the two suspension modes of the payload using an active damping strategy while the rotating
stage performs a constant rotation. As was explained with the uniaxial model, such an active damping strategy is key to
both reducing the magnification of the response in the vicinity of the resonances [25] and for making the plant easier to
control for the high authority controller.

Many active damping techniques have been developed over the years, such as Positive Position Feedback (PPF) [44,
86], Integral Force Feedback (IFF) [111] and Direct Velocity Feedback (DVF) [74, 112, 127]. In [111], the IFF control
scheme has been proposed, where a force sensor, a force actuator, and an integral controller are used to increase the
damping of amechanical system. When the force sensor is collocated with the actuator, the open-loop transfer function



2.2 Effect of Rotation 56

has alternating poles and zeros, which guarantees the stability of the closed-loop system [112]. It was later shown that
this property holds for multiple collated actuator/sensor pairs [110].

The main advantages of IFF over other active damping techniques are the guaranteed stability even in the presence of
flexible dynamics, good performance, and robustness properties [112].

Several improvements to the classical IFF have been proposed, such as adding a feed-through term to increase the achiev-
able damping [139] or adding a HPF to recover the loss of compliance at low-frequency [22]. Recently, anH∞ opti-
mization criterion has been used to derive optimal gains for the IFF controller [161].

However, none of these studies have been applied to rotating systems. In this section, the IFF strategy is applied on the
rotating suspended platform, and it is shown that gyroscopic effects alter the system dynamics and that IFF cannot be
applied as is.

System and Equations of motion To apply Integral Force Feedback, two force sensors are added in series with
the actuators (Figure 2.40a). Two identical controllers KF described by (2.18) are then used to feedback each of the
sensed force to its associated actuator.

KF (s) = g · 1
s

(2.18)
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(a) System with added Force Sensor in series with the actuators
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(b) Control diagram

Figure 2.40: Integral Force Feedback applied to the suspended rotating platform. The damper c in (a) is omitted for readability.

The forces
[
fu fv

]
measured by the two force sensors represented in Figure 2.40a are described by equation (2.19).

[
fu
fv

]
=

[
Fu

Fv

]
− (cs+ k)

[
du
dv

]
(2.19)

The transfer functionmatrixGf from actuator forces tomeasured forces in equation (2.20) can be obtained by inserting
equation (2.15) into equation (2.19). Its elements are shown in equation (2.21).
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[
fu
fv

]
= Gf

[
Fu

Fv

]
(2.20)

Gf (1, 1) = Gf (2, 2) =

(
s2

ω0
2 − Ω2

ω0
2

)(
s2

ω0
2 + 2ξ s

ω0
+ 1− Ω2

ω0
2

)
+
(
2 Ω
ω0

s
ω0

)2
(

s2

ω0
2 + 2ξ s

ω0
+ 1− Ω2

ω0
2

)2
+
(
2 Ω
ω0

s
ω0

)2 (2.21a)

Gf (1, 2) = −Gf (2, 1) =
−
(
2ξ s

ω0
+ 1
)(

2 Ω
ω0

s
ω0

)
(

s2

ω0
2 + 2ξ s

ω0
+ 1− Ω2

ω0
2

)2
+
(
2 Ω
ω0

s
ω0

)2 (2.21b)

The zeros of the diagonal terms ofGf in equation (2.21a) are computed, and neglecting the damping for simplicity,
two complex conjugated zeros zc (2.22a), and two real zeros zr (2.22b) are obtained.

zc = ±jω0

√√√√1

2

√
8
Ω2

ω0
2
+ 1 +

Ω2

ω0
2
+

1

2
(2.22a)

zr = ±ω0

√√√√1

2

√
8
Ω2

ω0
2
+ 1− Ω2

ω0
2
− 1

2
(2.22b)

It is interesting to see that the frequency of the pair of complex conjugate zeros zc in equation (2.22a) always lies between
the frequency of the two pairs of complex conjugate poles p− and p+ in equation (2.17). This is what usually gives the
unconditional stability of IFF when collocated force sensors are used.

However, for non-null rotational speeds, the two real zeros zr in equation (2.22b) are inducing a non-minimum phase
behavior. This can be seen in the Bode plot of the diagonal terms (Figure 2.41) where the low-frequency gain is no longer
zero while the phase stays at 180◦.

The low-frequency gain ofGf increases with the rotational speedΩ as shown in equation (2.23). This can be explained
as follows: a constant actuator forceFu induces a small displacement of themassdu = Fu

k−mΩ2 (Hooke’s lawconsidering
the negative stiffness induced by the rotation). This small displacement then increases the centrifugal forcemΩ2du =

Ω2

ω0
2−Ω2Fu which is then measured by the force sensors.

lim
ω→0

|Gf (jω)| =

[
Ω2

ω0
2−Ω2 0

0 Ω2

ω0
2−Ω2

]
(2.23)

Effect of Rotation Speed on IFF Plant Dynamics The transfer functions from actuator forces [Fu, Fv] to
themeasured force sensors [fu, fv] are identified for several rotating velocities and are shown in Figure 2.41. As expected
from the derived equations of motion:

• when Ω < ω0: the low-frequency gain is no longer zero and two (non-minimum phase) real zeros appear at
low-frequencies. The low-frequency gain increases withΩ. A pair of (minimum phase) complex conjugate zeros
appears between the two complex conjugate poles, which are split further apart asΩ increases.
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• when ω0 < Ω: the low-frequency pole becomes unstable.
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(a) Direct terms: du/Fu, dv/Fv (b) Root locus

Figure 2.41: Effect of the rotation velocity on the bode plot of the direct terms (a) and on the IFF root locus (b).

Decentralized Integral Force Feedback The control diagram for decentralized IFF is shown in Figure 2.40b.
The decentralized IFF controllerKF corresponds to a diagonal controller with integrators (2.24).

KF (s) =

[
KF (s) 0

0 KF (s)

]
KF (s) = g · 1

s

(2.24)

To determine how the IFF controller affects the poles of the closed-loop system, a Root locus plot (Figure 2.41b) is
constructed as follows: the poles of the closed-loop system are drawn in the complex plane as the controller gain g varies
from 0 to∞ for the two controllersKF simultaneously. As explained in [110, 130], the closed-loop poles start at the
open-loop poles (shown by crosses) for g = 0 and coincide with the transmission zeros (shown by circles) as g → ∞.

Whereas collocated IFF is usually associated with unconditional stability [111], this property is lost due to gyroscopic
effects as soon as the rotation velocity becomes non-null. This can be seen in the Root locus plot (Figure 2.41b) where
poles corresponding to the controller are bound to the righthalf plane implying closed-loop system instability. Physically,
this can be explained as follows: at low frequencies, the loop gain is huge due to the pure integrator inKF and the finite
gain of the plant (Figure 2.41). The control system is thus canceling the spring forces, which makes the suspended
platform not capable to hold the payload against centrifugal forces, hence the instability.

2.2.3 Integral Force Feedbackwith aHigh-Pass Filter

As explained in the previous section, the instability of the IFF controller applied to the rotating system is due to the
high gain of the integrator at low-frequency. To limit the low-frequency controller gain, a High Pass Filter (HPF) can
be added to the controller, as shown in equation (2.25). This is equivalent to slightly shifting the controller pole to the
left along the real axis. This modification of the IFF controller is typically performed to avoid saturation associated with
the pure integrator [89, 111]. This is however not the reason why this High Pass Filter is added here.
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KF (s) = g · 1
s
· s/ωi

1 + s/ωi︸ ︷︷ ︸
HPF

= g · 1

s+ ωi
(2.25)

Modified Integral Force Feedback Controller The Integral Force Feedback Controller is modified such
that instead of using pure integrators, pseudo integrators (i.e. low pass filters) are used (2.25) where ωi characterize the
frequency down to which the signal is integrated. The loop gains (KF (s) times the direct dynamics fu/Fu) with and
without the added HPF are shown in Figure 2.42a. The effect of the added HPF limits the low-frequency gain to finite
values as expected.

The Root locus plots for the decentralized IFF with and without the HPF are displayed in Figure 2.42b. With the
added HPF, the poles of the closed-loop system are shown to be stable up to some value of the gain gmax given by equa-
tion (2.26). It is interesting to note that gmax also corresponds to the controller gain atwhich the low-frequency loop gain
reaches one (for instance the gain g can be increased by a factor 5 in Figure 2.42a before the system becomes unstable).

gmax = ωi

(
ω0

2

Ω2
− 1

)
(2.26)

10!1

100

101

102

L
o
o
p

G
a
in

0:1!0 !0 10!0

Frequency [rad/s]

-90

0

90

180

P
h
a
se

[d
eg

]

IFF
IFF,HPF

(a) Loop gain (b) Root locus

Figure 2.42: Comparison of the IFF with pure integrator andmodified IFFwith added high-pass filter (Ω = 0.1ω0). The loop gain
is shown in (a) with ωi = 0.1ω0 and g = 2. The root locus is shown in (b).

Optimal IFFwithHPF parameters ωi and g Two parameters can be tuned for the modified controller in equa-
tion (2.25): the gain g and the pole’s location ωi. The optimal values of ωi and g are considered here as the values for
which the damping of all the closed-loop poles is simultaneously maximized.

To visualize howωi does affect the attainable damping, theRoot locus plots for severalωi are displayed in Figure 2.43a. It
is shown that even though smallωi seem to allowmore damping to be added to the suspensionmodes (see Root locus in
Figure 2.43a), the control gain gmay be limited to small values due to equation (2.26). To study this trade-off, the attain-
able closed-loop damping ratio ξcl is computed as a function of ωi/ω0. The gain gopt at which this maximum damping
is obtained is also displayed and compared with the gain gmax at which the system becomes unstable (Figure 2.43b).
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For small values of ωi, the added damping is limited by the maximum allowed control gain gmax (red curve and dashed
red curve superimposed in Figure 2.43b) at which point the pole corresponding to the controller becomes unstable. For
larger values of ωi, the attainable damping ratio decreases as a function of ωi as was predicted from the root locus plot
of Figure 2.42b.
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Figure 2.43: Root loci for several high-pass filter cut-off frequency (a). The achievable damping ratio decreases as ωi increases (b).

Obtained Damped Plant To study how the parameter ωi affects the damped plant, the obtained damped plants
for several ωi are compared in Figure 2.44a. It can be seen that the low-frequency coupling increases as ωi increases.
Therefore, there is a trade-off between achievable damping and added coupling when tuningωi. The same trade-off can
be seen between achievable damping and loss of compliance at low-frequency (see Figure 2.44b).
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2.2.4 IFF with a Stiffness in Parallel with the Force Sensor

In this section it is proposed to add springs in parallel with the force sensors to counteract the negative stiffness induced
by the gyroscopic effects. Such springs are schematically shown in Figure 2.45 where ka is the stiffness of the actuator
and kp the added stiffness in parallel with the actuator and force sensor.
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Figure 2.45: Studied system with additional springs in parallel with the actuators and force sensors (shown in red).

Equations The forces measured by the two force sensors represented in Figure 2.45 are described by (2.27).

[
fu
fv

]
=

[
Fu

Fv

]
− (cs+ ka)

[
du
dv

]
(2.27)

To keep the overall stiffness k = ka + kp constant, thus not modifying the open-loop poles as kp is changed, a scalar
parameter α (0 ≤ α < 1) is defined to describe the fraction of the total stiffness in parallel with the actuator and force
sensor as in (2.28).

kp = αk, ka = (1− α)k (2.28)

After the equations of motion are derived and transformed in the Laplace domain, the transfer function matrixGk in
Eq. (2.29) is computed. Its elements are shown in Eqs. (2.30a) and (2.30b).

[
fu
fv

]
= Gk

[
Fu

Fv

]
(2.29)
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Gk(1, 2) = −Gk(2, 1) =
−
(
2ξ s
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+ 1− α

)(
2 Ω
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ω0
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ω0
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)2 (2.30b)

Comparing Gk in (2.30) with Gf in (2.21) shows that while the poles of the system remain the same, the zeros of
the diagonal terms change. The two real zeros zr in (2.22b) that were inducing a non-minimum phase behavior are
transformed into two complex conjugate zeros if the condition in (2.31) holds. Thus, if the added parallel stiffness kp
is higher than the negative stiffness induced by centrifugal forcesmΩ2, the dynamics from the actuator to its collocated
force sensor will showminimum phase behavior.

α >
Ω2

ω0
2

⇔ kp > mΩ2 (2.31)

Effect of Parallel Stiffness on the IFF plant The IFF plant (transfer function from [Fu, Fv] to [fu, fv]) is
identified without parallel stiffness kp = 0, with a small parallel stiffness kp < mΩ2 and with a large parallel stiffness
kp > mΩ2. Bode plots of the obtained dynamics are shown in Figure 2.46a. The two real zeros for kp < mΩ2 are
transformed into two complex conjugate zeros for kp > mΩ2. In that case, the system shows alternating complex
conjugate poles and zeros as what is the case in the non-rotating case.

Figure 2.46b shows the Root locus plots for kp = 0, kp < mΩ2 and kp > mΩ2 when KF is a pure integrator,
as shown in Eq. (2.24). It is shown that if the added stiffness is higher than the maximum negative stiffness, the poles
of the closed-loop system are bounded on the (stable) left half-plane, and hence the unconditional stability of IFF is
recovered.
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(a) Bode plots of fu/Fu without parallel spring (blue), with parallel spring kp <
mΩ2 (red) and kp > mΩ2,Ω = 0.1ω0 (yellow)

(b) Root locus for IFF without parallel spring, with soft parallel
spring and with stiff parallel spring

Figure 2.46: Effect of parallel stiffness on the IFF plant (a) and on the control stability (b).
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Effect of kp on the Attainable Damping Even though the parallel stiffness kp has no impact on the open-
loop poles (as the overall stiffness k is kept constant), it has a large impact on the transmission zeros. Moreover, as
the attainable damping is generally proportional to the distance between poles and zeros [109], the parallel stiffness kp
is expected to have some impact on the attainable damping. To study this effect, Root locus plots for several parallel
stiffnesses kp > mΩ2 are shown in Figure 2.47a. The frequencies of the transmission zeros of the system increase with
an increase in the parallel stiffness kp (thus getting closer to the poles), and the associated attainable damping is reduced.
Therefore, even though theparallel stiffnesskp shouldbe larger thanmΩ2 for stability reasons, it shouldnot be taken too
large as this would limit the attainable damping. This is confirmed by the Figure 2.47b where the attainable closed-loop
damping ratio ξcl and the associated optimal control gain gopt are computed as a function of the parallel stiffness.

(a) Root locus: Effect of parallel stiffness,Ω = 0.1ω0
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(b) Attainable damping ratio ξcl as a function of the parallel stiffness kp.
The corresponding control gain gopt is also shown

Figure 2.47: Effect of the parallel stiffness on the achievable damping with IFF.

DampedPlant The parallel stiffness are chosen to be kp = 2mΩ2 and the damped plant is computed. The damped
and undamped transfer functions fromFu todu are compared in Figure 2.48b. Even though the two resonances arewell
damped, the IFF changes the low-frequency behavior of the plant, which is usually not desired. This is because “pure”
integrators are used which are inducing large low-frequency loop gains.

To lower the low-frequency gain, aHPF is added to the IFF controller (which is equivalent as shifting the controller pole
to the left in the complex plane):

KIFF(s) = g
1

ωi + s

[
1 0
0 1

]
(2.32)

To determine how the HPF impacts the attainable damping, the controller gain g is kept constant while ωi is changed,
and theminimumdamping ratio of the damped plant is computed. The obtained damping ratio as a function ofωi/ω0

(where ω0 is the resonance of the system without rotation) is shown in Figure 2.48a. It is shown that the attainable
damping ratio reduces as ωi is increased (same conclusion than in Section 2.2.3). Let’s choose ωi = 0.1 · ω0 and
compare the obtained damped plant again with the undamped and with the “pure” IFF in Figure 2.48b. The added
HPF gives almost the same damping properties to the suspension while exhibiting good low-frequency behavior.

2.2.5 Relative Damping Control

To apply a Relative Damping Control (RDC) strategy, relative motion sensors are added in parallel with the actuators
as shown in Figure 2.49. Two controllersKd are used to feed back the relative motion to the actuator. These controllers
have in principle pure derivative action (Kd = s), but to be implemented in practice they are usually replaced by a
high-pass filter (2.33).
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(b) Effect of the added HPF on the damped plant

Figure 2.48: Effect of high-pass filter cut-off frequency on the obtained damping (a) and on the damped plant (b).

Kd(s) = g · s

s+ ωd
(2.33)
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Figure 2.49: System with relative motion sensors and decentralized Relative Damping Control (RDC) applied.

Equations ofMotion Let’s noteGd the transfer function between actuator forces and measured relative motion
in parallel with the actuators (2.34). The elements ofGd were derived in Section 2.2.1 are shown in (2.35).

[
du
dv

]
= Gd

[
Fu

Fv

]
(2.34)
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Neglecting the damping for simplicity (ξ � 1), the direct terms have two complex conjugate zeros between the twopairs
of complex conjugate poles (2.36). Therefore, for Ω <

√
k/m (i.e. stable system), the transfer functions for Relative

Damping Control have alternating complex conjugate poles and zeros.

z = ±j
√
ω2
0 − ω2, p1 = ±j(ω0 − ω), p2 = ±j(ω0 + ω) (2.36)

DecentralizedRelativeDampingControl The transfer functions from [Fu, Fv] to [du, dv]were identified
for several rotating velocities in Section 2.2.1 and are shown in Figure 2.39 (page 55).

To see if large damping can be added with Relative Damping Control, the root locus is computed (Figure 2.50a). The
closed-loop system is unconditionally stable as expected and the poles can be damped as much as desired.

Let us select a reasonable “Relative Damping Control” gain, and compute the closed-loop damped system. The open-
loop and damped plants are compared in Figure 2.50b. The rotating aspect does not add any complexity to the use of
Relative Damping Control. It does not increase the low-frequency coupling as compared to the Integral Force Feed-
back.

(a) Root locus for Relative Damping Control
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(b) Damped plant using Relative Damping Control

Figure 2.50: Relative Damping Control. Root locus (a) and obtained damped plant (b).

2.2.6 Comparison of Active Damping Techniques

These two proposed IFF modifications and relative damping control are compared in terms of added damping and
closed-loop behavior. For the following comparisons, the cut-off frequency for the addedHPF is set toωi = 0.1ω0 and
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the stiffness of the parallel springs is set to kp = 5mΩ2 (corresponding to α = 0.05). These values are chosen one the
basis of previous discussions about optimal parameters.

Root Locus Figure 2.51a shows the root locus plots for the two proposed IFFmodifications and the relative damp-
ing control. While the two pairs of complex conjugate open-loop poles are identical for both IFF modifications, the
transmission zeros are not. This means that the closed-loop behavior of both systems will differ when large control gains
are used.

The closed-looppoles corresponding to the systemwith added springs (in red) are bounded to the left half plane implying
unconditional stability. This is not the case for the system in which the controller is augmented with an HPF (in blue).
It is interesting to note that the maximum added damping is very similar for both modified IFF techniques.

(a) Root locus
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(b) Damped plants

Figure 2.51: Comparison of active damping techniques for rotating platform.

ObtainedDampedPlant The actively damped plants are computed for the three techniques and compared in Fig-
ure 2.51b. It is shown thatwhile the diagonal (direct) terms of the damped plants are similar for the three active damping
techniques, the off-diagonal (coupling) terms are not. The IFF strategy is adding some coupling at low-frequency, which
may negatively impact the positioning performance.

Transmissibility And Compliance The proposed active damping techniques are now compared in terms of
closed-loop transmissibility and compliance. The transmissibility is defined as the transfer function from the displace-
ment of the rotating stage along~ix to the displacement of the payload along the same direction. It is used to characterize
the amount of vibration is transmitted through the suspended platform to the payload. The compliance describes the
displacement response of the payload to the external forces applied to it. This is a useful metric when disturbances are
directly applied to the payload. Here, it is defined as the transfer function from external forces applied on the payload
along~ix to the displacement of the payload along the same direction.

Very similar results were obtained for the two proposed IFF modifications in terms of transmissibility and compliance
(Figure 2.52). Using IFF degrades the compliance at low frequencies, whereas using relative damping control degrades
the transmissibility at high-frequencies. This is very well known characteristics of these common active damping tech-
niques that hold when applied to rotating platforms.
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Figure 2.52: Comparison of the obtained transmissibility (a) and compliance (b) for the three tested active damping techniques.

2.2.7 Rotating Active Platform

The previous analysis is now applied to amodel representing a rotating active platform. Three active platform stiffnesses
are tested as for the uniaxialmodel: kn = 0.01Nµm−1, kn = 1Nµm−1 andkn = 100Nµm−1. Only themaximum
rotating velocity is here considered (Ω = 60 rpm) with the light sample (ms = 1 kg) because this is the worst identified
case scenario in terms of gyroscopic effects.

Nano-Active-Stabilization-System - PlantDynamics For theNASS, themaximum rotating velocity isΩ =
2π rad s−1 for a suspended mass on top of the active platform’s actuators equal tomn + ms = 16 kg. The parallel
stiffness corresponding to the centrifugal forces ismΩ2 ≈ 0.6Nmm−1.

The transfer functions from the active platform actuator forceFu to the displacement of the active platform in the same
direction du as well as in the orthogonal direction dv (coupling) are shown in Figure 2.53 for all three considered active
platform stiffnesses. The soft active platform is the most affected by rotation. This can be seen by the large shift of
the resonance frequencies, and by the induced coupling, which is larger than that for the stiffer active platforms. The
coupling (or interaction) in aMIMO 2× 2 system can be visually estimated as the ratio between the diagonal term and
the off-diagonal terms (see corresponding Appendix).

Optimal IFF with a High-Pass Filter Integral Force Feedback with an added High Pass Filter is applied to the
three active platforms. First, the parameters (ωi and g) of the IFF controller that yield the best simultaneous damping
are determined from Figure 2.54. The IFF parameters are chosen as follows:

• for kn = 0.01Nµm−1 (Figure 2.54): ωi is chosen such that maximum damping is achieved while the gain is less
than half of the maximum gain at which the system is unstable. This is done to have some control robustness.

• for kn = 1Nµm−1 and kn = 100Nµm−1 (Figure 2.54b and 2.54c): the largest ωi is chosen such that the
obtained damping is 95% of the maximum achievable damping. Large ωi is chosen here to limit the loss of
compliance and the increase of coupling at low-frequency as shown in Section 2.2.3.

The obtained IFF parameters and the achievable damping are visually shown by large dots in Figure 2.54 and are sum-
marized in Table 2.5.
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(a) kn = 0.01N/µm
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(b) kn = 1N/µm
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(c) kn = 100N/µm

Figure 2.53: Effect of rotation on the active platform dynamics. Dashed lines represent plants without rotation, solid lines represent
plants atmaximum rotating velocity (Ω = 60 rpm), and shaded lines are coupling terms atmaximum rotating velocity.
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Figure 2.54: For each value ofωi, themaximumdamping ratio ξ is computed (blue), and the corresponding controller gain is shown
(in red). The chosen controller parameters used for further analysis are indicated by the large dots.

Optimal IFF with Parallel Stiffness For each considered active platform stiffness, the parallel stiffness kp is
varied from kp,min = mΩ2 (the minimum stiffness that yields unconditional stability) to kp,max = kn (the total active
platform stiffness). To keep the overall stiffness constant, the actuator stiffness ka is decreased when kp is increased
(ka = kn − kp, with kn the total active platform stiffness). A high-pass filter is also added to limit the low-frequency
gain with a cut-off frequency ωi equal to one tenth of the system resonance (ωi = ω0/10).

The achievable maximum simultaneous damping of all the modes is computed as a function of the parallel stiffnesses
(Figure 2.55). It is shown that the soft active platform cannot yield good damping because the parallel stiffness cannot
be sufficiently large compared to the negative stiffness induced by the rotation. For the two stiff options, the achievable
damping decreases when the parallel stiffness is too high, as explained in Section 2.2.4. Such behavior can be explained
by the fact that the achievable damping can be approximated by the distance between the open-loop pole and the open-
loop zero [109, chapt 7.2]. This distance is larger for stiff active platform because the open-loop pole will be at higher
frequencies while the open-loop zero, whereas depends on the value of the parallel stiffness, can only be made large for
stiff active platforms.
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Table 2.5: Obtained optimal parameters (ωi and g) for the modified IFF controller including a high-pass filter. The corresponding
achievable simultaneous damping ξopt of the two modes is also shown.

kn ωi g ξopt

0.01N/µm 7.3 51 0.45
1N/µm 39 427 0.93
100N/µm 500 3775 0.94

Let’s choose kp = 1N/mm, kp = 0.01N/µm and kp = 1N/µm for the three considered active platforms. The
corresponding optimal controller gains and achievable damping are summarized in Table 2.6.

104 106

kp[N=m]

0

0.2

0.4

0.6

0.8

1

D
a
m

p
in

g
R

a
ti
o
9

kn = 0:01N=7m
kn = 1N=7m
kn = 100N=7m

Figure 2.55:Maximum damping ξ as a function of the parallel
stiffness kp.

kn kp g ξopt

0.01N/µm 1N/mm 48 0.44
1N/µm 0.01N/µm 465 0.97

100N/µm 1N/µm 4624 0.99

Table 2.6: Obtained optimal parameters for the IFF con-
troller when using parallel stiffnesses

Optimal Relative Motion Control For each considered active platform stiffness, relative damping control is
applied and the achievable damping ratio as a function of the controller gain is computed (Figure 2.56). The gain is
chosen such that 99% of modal damping is obtained (obtained gains are summarized in Table 2.7).
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Figure 2.56:Maximum damping ξ as a function of the RDC
gain g.

kn g ξopt

0.01N/µm 1600 0.99
1N/µm 8200 0.99

100N/µm 80000 0.99

Table 2.7: Obtained optimal parameters for the acr-
long:rdc

ComparisonoftheObtainedDampedPlants Now that the optimal parameters for the three considered active
damping techniques have been determined, the obtained damped plants are computed and compared in Figure 2.57.

Similar to what was concluded in the previous analysis:

• IFF adds more coupling below the resonance frequency as compared to the open-loop and RDC cases

• All three methods yield good damping, except for IFF applied on the soft active platform

• Coupling is smaller for stiff active platforms
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Figure 2.57: Comparison of the damped plants for the three proposed active damping techniques (IFF with HPF in blue, IFF with
kp in red and RDC in yellow). The direct terms are shown by solid lines, and the coupling terms are shown by the
shaded lines. Three active platform stiffnesses are considered. Rotating velocity is Ω = 60 rpm and the suspended
mass ismn +ms = 16 kg.

2.2.8 Nano Active Stabilization Systemwith Rotation

Until now, the model used to study gyroscopic effects consisted of an infinitely stiff rotating stage with a X-Y suspended
stage on top. While quite simplistic, this allowed us to study the effects of rotation and the associated limitations when
active damping is to be applied. In this section, the limited compliance of the micro-station is considered as well as the
rotation of the spindle.

NanoActive Stabilization SystemModel To have a more realistic dynamics model of the NASS, the 2-DoFs
active platform (modeled as shown in Figure 2.37) is now located on top of a model of the micro-station including (see
Figure 2.58 for a 3D view):

• the floor whose motion is imposed

• a 2-DoFs granite (kg,x = kg,y = 950Nµm−1,mg = 2500 kg)

• a 2-DoFs Ty stage (kt,x = kt,y = 520Nµm−1,mt = 600 kg)

• a spindle (vertical rotation) stage whose rotation is imposed (ms = 600 kg)

• a 2-DoFs positioning hexapod (kh,x = kh,y = 61Nµm−1,mh = 15 kg)

A payload is rigidly fixed to the active platform and the x, y motion of the payload is measured with respect to the
granite.

System Dynamics The dynamics of the undamped and damped plants are identified using the optimal parameters
found in Section 2.2.7. The obtained dynamics are compared in Figure 2.59 in which the direct terms are shown by the
solid curves and the coupling terms are shown by the shaded ones. It can be observed that:
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Figure 2.58: 3D view of the Nano-Active-Stabilization-Systemmodel.

• The coupling (quantified by the ratio between the off-diagonal and direct terms) is higher for the soft active plat-
form

• Damping added using the three proposed techniques is quite high, and the obtained plant is rather easy to control

• There is some coupling between active platform and micro-station dynamics for the stiff active platform (mode
at 200Hz)

• The two proposed IFF modifications yield similar results
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Figure 2.59: Bode plot of the transfer function from active platform actuator to measured motion by the external metrology.

Effect of Disturbances The effect of three disturbances are considered (as for the uniaxial model), floor motion
[xf,x, xf,y] (Figure 2.60), micro-Station vibrations [ft,x, ft,y] (Figure 2.61) and direct forces applied on the sample
[fs,x, fs,y] (Figure 2.62). Note that only the transfer functions from the disturbances in the x direction to the relative
position dx between the sample and the granite in the x direction are displayed because the transfer functions in the y
direction are the same due to the system symmetry.

Conclusions are similar than those of the uniaxial (non-rotating) model:

• Regarding the effect of floor motion and forces applied on the payload:
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– The stiffer, the better. This can be seen in Figures 2.60 and 2.62 where the magnitudes for the stiff active
platform are lower than those for the soft one

– IFF degrades the performance at low-frequency compared to RDC

• Regarding the effect of micro-station vibrations:

– Having a soft active platform allows filtering of these vibrations between the suspensionmodes of the active
platform and some flexiblemodes of themicro-station. Using relative damping control reduces this filtering
(Figure 2.61a).
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Figure 2.60: Effect of floor motion xf,x on the position error dx - Comparison of active damping techniques for the three active
platform stiffnesses. IFF is shown to increase the sensitivity to floor motion at low-frequency.
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Figure 2.61: Effect ofmicro-station vibrationsft,x on the position errordx -Comparison of active damping techniques for the three
active platform stiffnesses. Relative Damping Control increases the sensitivity to micro-station vibrations between the
soft active platform suspension modes and the micro-station modes (a).

Conclusion

In this study, the gyroscopic effects induced by the spindle’s rotation have been studied using a simplified model. De-
centralized Integral Force Feedback with pure integrators was shown to be unstable when applied to rotating platforms.
Two modifications of the classical IFF control have been proposed to overcome this issue.
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Figure 2.62: Effect of sample forces fs,x on the position error dx - Comparison of active damping techniques for the three active
platform stiffnesses. Integral Force Feedback degrades this compliance at low-frequency.

The first modification concerns the controller and consists of adding a high-pass filter to the pure integrators. This is
equivalent to moving the controller pole to the left along the real axis. This allows the closed-loop system to be stable
up to some value of the controller gain.

The second proposed modification concerns the mechanical system. Additional springs are added in parallel with the
actuators and force sensors. It was shown that if the stiffness kp of the additional springs is larger than the negative
stiffnessmΩ2 induced by centrifugal forces, the classical decentralized IFF regains its unconditional stability property.

These twomodificationswere comparedwithRelativeDampingControl. While having very different implementations,
both proposed modifications were found to be very similar with respect to the attainable damping and the obtained
closed-loop system behavior.

This study has been applied to a rotating platform that corresponds to the active platform parameters. As for the uni-
axial model, three active platform stiffnesses values were considered. The dynamics of the soft active platform (kn =
0.01N/µm)was shown to bemore dependmore on the rotation velocity (higher coupling and change of dynamics due
to gyroscopic effects). In addition, the attainable damping ratio of the soft active platform when using IFF is limited by
gyroscopic effects.

To be closer to the Nano Active Stabilization System dynamics, the limited compliance of the micro-station has been
considered. Results are similar to those of the uniaxial model except that some complexity is added for the soft active
platform due to the spindle’s rotation. For the moderately stiff active platform (kn = 1N/µm), the gyroscopic effects
only slightly affect the system dynamics, and therefore could represent a good alternative to the soft active platform that
showed better results with the uniaxial model.
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2.3 Micro Station - Modal Analysis

To further improve the accuracy of theperformancepredictions, amodel that better represents themicro-stationdynam-
ics is required. A multi-body model consisting of several rigid bodies connected by kinematic constraints (i.e. joints),
springs and damper elements is a good candidate to model the micro-station.

Although the inertia of each solid body can easily be estimated from its geometry andmaterial density, it is more difficult
to properly estimate the stiffness and damping properties of the guiding elements connecting each solid body. Exper-
imental modal analysis will be used to tune the model, and to verify that a multi-body model can accurately represent
the dynamics of the micro-station.

The tuning approach for the multi-body model based on measurements is illustrated in Figure 2.63. First, a response
model is obtained, which corresponds to a set of Frequency Response Functions (FRFs) computed from experimental
measurements. From this response model, the modal model can be computed, which consists of two matrices: one
containing the natural frequencies and damping factors of the considered modes, and another describing the mode
shapes. This modal model can then be used to tune the spatial model (i.e. the multi-body model), that is, to tune the
mass of the considered solid bodies and the springs and dampers connecting the solid bodies.

Description
of structure

Vibration
Modes

Response
Levels

Spatial ModelModal ModelResponse Model

Mass
Stiffness
Damping

Natural Frequencies
Mode Shapes

Time Responses
Frequency Responses

Figure 2.63: Three models of the same structure. The goal is to tune a spatial model (i.e. mass, stiffness and damping properties)
from a response model. The modal model can be used as an intermediate step.

The measurement setup used to obtain the response model is described in Section 2.3.1. This includes the instrumen-
tation used (i.e. instrumented hammer, accelerometers and acquisition system), test planning, and a first analysis of the
obtained signals.

In Section 2.3.2, the obtained FRFs between the forces applied by the instrumented hammer and the accelerometers
fixed to the structure are computed. Thesemeasurements are projected at the Center ofMass (CoM) of each considered
solid body to facilitate the further use of the results. The solid body assumption is then verified, validating the use of the
multi-body model.

Finally, the modal analysis is performed in Section 2.3.3. This shows how complex the micro-station dynamics is, and
the necessity of having a model representing its complex dynamics.

2.3.1 Measurement Setup

In order to perform an experimental modal analysis, a suitable measurement setup is essential. This includes using
appropriate instrumentation (presented in Section 2.3.1.1) and properly preparing the structure to be measured (Sec-
tion 2.3.1.2). Then, the locations of the measured motions (Section 2.3.1.3) and the locations of the hammer impacts
(Section 2.3.1.4) have to be chosen carefully. The obtained force and acceleration signals are described in Section 2.3.1.5,
and the quality of the measured data is assessed.
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2.3.1.1 Instrumentation

Three types of equipment are essential for a good modal analysis. First, accelerometers are used to measure the response
of the structure. Here, 3-axis accelerometers1 shown in figure 2.64a are used. These accelerometers were glued to the
micro-station using a thin layer of wax for best results [42, chapt. 3.5.7].

(a) 3-axis accelerometer (b) Instrumented hammer (c) OROS acquisition system

Figure 2.64: Instrumentation used for the modal analysis.

Then, an instrumented hammer2 (figure 2.64b) is used to apply forces to the structure in a controlled manner. Tests
were conducted to determine the most suitable hammer tip (ranging from a metallic one to a soft plastic one). The
softer tip was found to give best results as it injects more energy in the low-frequency range where the coherence was
low, such that the overall coherence was improved.

Finally, an acquisition system3 (figure 2.64c) is used to acquire the injected force and response accelerations in a synchro-
nized manner and with sufficiently low noise.

2.3.1.2 Structure Preparation and Test Planning

Toobtainmeaningful results, themodal analysis of themicro-station is performed in-situ. To do so, all themicro-station
stage controllers are turned on. This is especially important for stages forwhich the stiffness is provided by local feedback
control, such as the air bearing spindle, and the translation stage. If these local feedback controls were turned off, this
would have resulted in very low-frequency modes that were difficult to measure in practice, and it would also have led
to decoupled dynamics, which would not be the case in practice.

The top part representing the active stabilization stage was disassembled as the active stabilization stage will be added in
the multi-body model afterwards.

To perform the modal analysis from the measured responses, the n× n FRF matrixH needs to be measured, where n
is the considered number of DoFs. TheHjk element of this Frequency Response Function (FRF) matrix corresponds
to the FRF from a force Fk applied at Degrees of Freedom (DoF) k to the displacement of the structure Xj at DoF

1PCB 356B18. Sensitivity is 1V/g, measurement range is±5 g and bandwidth is 0.5 to 5 kHz.
2Kistler 9722A2000. Sensitivity of 2.3mV/N and measurement range of 2 kN.
3OROSOR36. 24bits signal-delta ADC.
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j. Measuring this FRF matrix is time consuming as it requires making n × n measurements. However, due to the
principle of reciprocity (Hjk = Hkj) and using the point measurement (Hjj), it is possible to reconstruct the full
matrix by measuring only one column or one line of the matrixH [42, chapt. 5.2]. Therefore, a minimum set of n
FRFs is required. This can be done either by measuring the responseXj at a fixed DoF j while applying forces Fi at all
n considered DoF, or by applying a force Fk at a fixed DoF k and measuring the responseXi for all nDoF.

It is however not advised tomeasure only one rowor one column, as one ormoremodesmaybemissedby anunfortunate
choice of force or accelerationmeasurement location (for instance if the force is applied at a vibration node of a particular
mode). In this modal analysis, it is chosen to measure the response of the structure at all considered DoF, and to excite
the structure at one location in three directions in order to have some redundancy, and to ensure that all modes are
properly identified.

2.3.1.3 Location of the Accelerometers

The location of the accelerometers fixed to the micro-station is essential because it defines where the dynamics is mea-
sured. A total of 23 accelerometers were fixed to the six key stages of themicro station: the lower and upper granites, the
translation stage, the tilt stage, the spindle and the positioning hexapod. The positions of the accelerometers are visually
shown on a 3Dmodel in Figure 2.65 and their precise locationswith respect to a frame located at the PoI are summarized
in Table 2.8. Pictures of the accelerometers fixed to the translation stage and to the positioning hexapod are shown in
Figure 2.66.

As all key stages of the micro-station are expected to behave as solid bodies, only 6 DoF can be considered for each solid
body. However, it was chosen to use four 3-axis accelerometers (i.e. 12 measured DoF) for each considered solid body
to have some redundancy and to be able to verify the solid body assumption (see Section 2.3.2.2).
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Figure 2.65: Position of the accelerometers.

x y z

(17) Low. Granite -730 -526 -951
(18) Low. Granite -735 814 -951
(19) Low. Granite 875 799 -951
(20) Low. Granite 865 -506 -951
(13) Up. Granite -320 -446 -786
(14) Up. Granite -480 534 -786
(15) Up. Granite 450 534 -786
(16) Up. Granite 295 -481 -786
(9) Translation -475 -414 -427
(10) Translation -465 407 -427
(11) Translation 475 424 -427
(12) Translation 475 -419 -427
(5) Tilt -385 -300 -417
(6) Tilt -420 280 -417
(7) Tilt 420 280 -417
(8) Tilt 380 -300 -417
(21) Spindle -155 -90 -594
(22) Spindle 0 180 -594
(23) Spindle 155 -90 -594
(1) Hexapod -64 -64 -270
(2) Hexapod -64 64 -270
(3) Hexapod 64 64 -270
(4) Hexapod 64 -64 -270

Table 2.8: Positions in mm

2.3.1.4 Hammer Impacts

The selected location of the hammer impact corresponds to the location of accelerometer number 11 fixed to the trans-
lation stage. It was chosen tomatch the location of one accelerometer, because a pointmeasurement (i.e. a measurement
ofHkk) is necessary to be able to reconstruct the full FRF matrix [42].
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(a) Ty stage (b) Positioning Hexapod

Figure 2.66: Accelerometers fixed on the micro-station stages.

The impacts were performed in three directions, as shown in figures 2.67a, 2.67b and 2.67c.

(a) X impact (b) Y impact (c) Z impact

Figure 2.67: The three hammer impacts used for the modal analysis.

2.3.1.5 Force and Response signals

The force sensor of the instrumented hammer and the accelerometer signals are shown in the time domain in Fig-
ure 2.68a. Sharp “impacts” can be observed for the force sensor, indicating wide frequency band excitation. For the
accelerometer, a much more complex signal can be observed, indicating complex dynamics.

The “normalized” Amplitude Spectrum Density (ASD) of the two signals were computed and shown in Figure 2.68b.
Conclusions based on the time domain signals can be clearly observed in the frequency domain (wide frequency content
for the force signal and complex dynamics for the accelerometer). These data are corresponding to a hammer impact in
the vertical direction and to the measured acceleration in the x direction by accelerometer 1 (fixed to the positioning
hexapod). Similar results were obtained for all measured FRFs.
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Figure 2.68: Rawmeasurement of the accelerometer 1 in the x direction (blue) and of the force sensor at the Hammer tip (red) for
an impact in the z direction (a). Computed Amplitude Spectral Densities of the two signals (normalized) (b).

The FRF from the applied force to the measured acceleration is then computed and shown Figure 2.69a. The quality of
the obtained data can be estimated using the coherence function (Figure 2.69b). Good coherence is obtained from 20Hz
to 200Hz which corresponds to the frequency range of interest.
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(b) Coherence

Figure 2.69: Computed FRF from the applied force Fz to the measured responseX1,x (a) as well as computed coherence (b).

2.3.2 Frequency Analysis

After all measurements are conducted, a n× p× q Frequency Response Functions matrix can be computed with:

• n = 69: number of output measured acceleration (23 3-axis accelerometers)

• p = 3: number of input force excitation

• q = 801: number of frequency points ωi

For each frequency point ωi, a 2D complex matrix is obtained that links the 3 force inputs to the 69 output accelera-
tions (2.37).
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(2.37)

However, for the multi-body model, only 6 solid bodies are considered, namely: the bottom granite, the top granite,
the translation stage, the tilt stage, the spindle and the positioning hexapod. Therefore, only 6 × 6 = 36 DoFs are of
interest. Therefore, the objective of this section is to process the Frequency Response Matrix to reduce the number of
measured DoF from 69 to 36.

The coordinate transformation from accelerometers DoF to the solid body 6 DoFs (three translations and three rota-
tions) is performed in Section 2.3.2.1. The 69× 3× 801 frequency response matrix is then reduced to a 36× 3× 801
frequency response matrix where the motion of each solid body is expressed with respect to its Center of Mass.

To validate this reduction of DoF and the solid body assumption, the frequency response function at the accelerometer
location are “reconstructed” from the reduced frequency response matrix and are compared with the initial measure-
ments in Section 2.3.2.2.

2.3.2.1 From Accelerometer DOFs to Solid Body DOFs

Let us consider the schematic shown in Figure 2.70 where the motion of a solid body is measured at 4 distinct locations
(in x, y and z directions). The goal here is to link these 4 × 3 = 12 measurements to the 6 DoF of the solid body
expressed in the frame {O}.

• x
y

z
{O}

•
p⃗1 δp⃗1

•
p⃗2

δp⃗2

•
p⃗3

δp⃗3

•
p⃗4

δp⃗4

Figure 2.70: Schematic of the measured motion of a solid body at 4 distinct locations.

The motion of the rigid body of figure 2.70 can be described by its displacement ~δp = [δpx, δpy, δpz] and (small)
rotations [δΩx, δΩy, δΩz]with respect to the reference frame {O}.

The motion ~δpi of a point pi can be computed from ~δp and δΩ using equation (2.38), with δΩ defined in equa-
tion (2.39){}[42, chapt. 4.3.2].
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~δpi = ~δp+ δΩ · ~pi (2.38)

δΩ =

 0 −δΩz δΩy

δΩz 0 −δΩx

−δΩy δΩx 0

 (2.39)

Writing this in matrix form for the four points gives (2.40).
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...
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0 1 0 −p4z 0 p4x
0 0 1 p4y −p4x 0
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δpx
δpy
δpz
δΩx

δΩy

δΩz

 (2.40)

Provided that the four sensors are properly located, the systemof equation (2.40) can be solved bymatrix inversion1. The
motion of the solid body expressed in a chosen frame {O} can be determined by inverting equation (2.40). Note that
this matrix inversion is equivalent to resolving a mean square problem. Therefore, having more accelerometers permits
better approximation of the motion of a solid body.

From the 3Dmodel, the position of the Center ofMass of each solid body is computed (see Table 2.9). The position of
each accelerometer with respect to the Center of Mass of the corresponding solid body can easily be determined.

Table 2.9: Center of mass of considered solid bodies with respect to the Point of Interest.

X Y Z

Bottom Granite 45mm 144mm −1251mm
Top granite 52mm 258mm −778mm
Translation stage 0 14mm −600mm
Tilt Stage 0 −5mm −628mm
Spindle 0 0 −580mm
Positioning Hexa-
pod

−4mm 6mm −319mm

Using (2.40), the frequency response matrixHCoM (2.41) expressing the response at the Center of Mass of each solid
bodyDi (i from 1 to 6 for the 6 considered solid bodies) can be computed from the initial FRF matrixH .

1As this matrix is in general non-square, the Moore–Penrose inverse can be used instead.
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(2.41)

2.3.2.2 Verification of the Solid Body Assumption

From the response of one solid body expressed by its 6 DoFs (i.e. fromHCoM), and using equation (2.40), it is possible
to compute the response of the same solid body at any considered location. In particular, the responses at the locations
of the four accelerometers can be computed and comparedwith the originalmeasurementsH . This is what is done here
to check whether the solid body assumption is correct in the frequency band of interest.

The comparison is made for the 4 accelerometers fixed on the positioning hexapod (Figure 2.71). The original FRFs and
those computed from the CoM responses match well in the frequency range of interest. Similar results were obtained
for the other solid bodies, indicating that the solid body assumption is valid and that a multi-body model can be used
to represent the dynamics of the micro-station. This also validates the reduction in the number of DoFs from 69 (23
accelerometers with each 3 DoF) to 36 (6 solid bodies with 6 DoF).
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Figure 2.71: Comparison of the original accelerometer responses with responses reconstructed from the solid body response. Ac-
celerometers 1 to 4, corresponding to the positioning hexapod, are shown. Input is a hammer force applied on the
positioning hexapod in the x direction.
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2.3.3 Modal Analysis

The goal here is to extract the modal parameters describing the modes of the micro station being studied, namely, the
natural frequencies and themodal damping (i.e. the eigenvalues) as well as the mode shapes (.i.e. the eigenvectors). This
is performed from the FRF matrix previously extracted from the measurements.

In order to perform the modal parameter extraction, the order of the modal model has to be estimated (i.e. the num-
ber of modes in the frequency band of interest). This is achieved using the Modal Indication Function (MIF) in sec-
tion 2.3.3.1.

In section 2.3.3.2, the modal parameter extraction is performed. The graphical display of the mode shapes can be com-
puted from the modal model, which is quite useful for physical interpretation of the modes.

To validate the quality of the modal model, the full FRF matrix is computed from the modal model and compared to
the initial measured FRF (section 2.3.3.3).

2.3.3.1 Determination of the Number ofModes

TheMIF is applied to the n× p FRFmatrix where n is a relatively large number of measurement DOFs (here n = 69)
and p is the number of excitation DOFs (here p = 3).

TheComplexModal Indication Function (CMIF) is defined in equation (2.42)where the diagonalmatrixΣ is obtained
from a Singular Value Decomposition (SVD) of the FRF matrix as shown in equation (2.43).

[CMIF (ω)]p×p = [Σ(ω)]ᵀp×n[Σ(ω)]n×p (2.42)

[H(ω)]n×p = [U(ω)]n×n[Σ(ω)]n×p[V (ω)]Hp×p (2.43)

The MIF therefore yields to p values that are also frequency dependent. A peak in the MIF plot indicates the presence
of a mode. Repeated modes can also be detected when multiple singular values have peaks at the same frequency. The
obtained MIF is shown on Figure 2.72. A total of 16 modes were found between 0 and 200Hz. The obtained natural
frequencies and associated modal damping are summarized in Table 2.10.
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Figure 2.72:Modal Indication Function.

Mode Frequency Damping

1 11.9Hz 12.2%
2 18.6Hz 11.7%
3 37.8Hz 6.2%
4 39.1Hz 2.8%
5 56.3Hz 2.8%
6 69.8Hz 4.3%
7 72.5Hz 1.3%
8 84.8Hz 3.7%
9 91.3Hz 2.9%
10 105.5Hz 3.2%
11 106.6Hz 1.6%
12 112.7Hz 3.1%
13 124.2Hz 2.8%
14 145.3Hz 1.3%
15 150.5Hz 2.4%
16 165.4Hz 1.4%

Table 2.10: Identified modes

2.3.3.2 Modal Parameter Extraction

Generally, modal identification involves curve-fitting a theoretical model to the measured FRF data. However, there
are multiple levels of complexity, from fitting of a single resonance, to fitting a complete curve encompassing several
resonances and working on a set of many FRF plots all obtained from the same structure.

Here, the last method is used because it provides a unique and consistent model. It takes into account the fact that the
properties of all individual curves are related by being from the same structure: all FRF plots on a given structure should
indicate the same values for the natural frequencies and damping factor of each mode.

From the obtained modal parameters, the mode shapes are computed and can be displayed in the form of animations
(three mode shapes are shown in Figure 2.73).

(a) 1st mode at 11.9Hz: tilt suspension mode of the granite

(b) 6th mode at 69.8Hz: vertical resonance of the spindle

(c) 13th mode at 124.2Hz: lateral hexapod resonance

Figure 2.73: Three obtained mode shape animations.

These animations are useful for visually obtaining abetter understandingof the system’s dynamicbehavior. For instance,
the mode shape of the first mode at 11Hz (figure 2.73a) indicates an issue with the lower granite. It turns out that four
Airloc Levelers are used to level the lower granite (figure 2.74). These are difficult to adjust and can lead to a situation
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in which the granite is only supported by two of them; therefore, it has a low frequency “tilt mode”. The levelers were
then better adjusted.

Figure 2.74: AirLoc used for the granite (2120-KSKC).

The modal parameter extraction is made using a proprietary software1. For each mode r (from 1 to the number of
consideredmodesm = 16), it outputs the frequencyωr , the damping ratio ξr , the eigenvectors{φr} (vector of complex
numbers with a size equal to the number of measured DoF n = 69, see equation (2.44)) and a scaling factor ar .

{φi} =
{
φi,1x φi,1y φi,1z φi,2x . . . φi,23z

}ᵀ (2.44)

The eigenvalues sr and s∗r can then be computed from equation (2.45).

sr = ωr(−ξr + i
√

1− ξ2r ), s∗r = ωr(−ξr − i
√
1− ξ2r ) (2.45)

2.3.3.3 Verification of theModalModel Validity

To check the validity of the modal model, the complete n × n FRF matrixHsyn is first synthesized from the modal
parameters. Then, the elements of this FRF matrixHsyn that were already measured can be compared to the measured
FRF matrixH .

In order to synthesize the full FRF matrix, the eigenvectors φr are first organized in matrix from as shown in equa-
tion (2.46).

Φ =

φ1 . . . φN φ∗
1 . . . φ∗

N


n×2m

(2.46)

The full FRF matrixHsyn can be obtained using (2.47).

[
Hsyn(ω)

]
n×n

= [Φ]n×2m[Hmod(ω)]2m×2m[Φ]
ᵀ
2m×n (2.47)

1NVGate software fromOROS company.
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WithHmod(ω) a diagonal matrix representing the response of the different modes (2.48).

Hmod(ω) = diag
(

1

a1(jω − s1)
, . . . ,

1

am(jω − sm)
,

1

a∗1(jω − s∗1)
, . . . ,

1

a∗m(jω − s∗m)

)
2m×2m

(2.48)

A comparison between original measured FRFs and synthesized ones from themodal model is presented in Figure 2.75.
Whether the obtained match is good or bad is quite arbitrary. However, the modal model seems to be able to represent
the coupling between different nodes and different directions, which is quite important from a control perspective. This
can be seen in Figure 2.75c that shows the FRF from the force applied on node 11 (i.e. on the translation stage) in the y
direction to the measured acceleration at node 2 (i.e. at the top of the positioning hexapod) in the x direction.
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Figure 2.75: Comparison of the measured FRF with the FRF synthesized from the modal model.

Conclusion

In this study, a modal analysis of the micro-station was performed. Thanks to an adequate choice of instrumentation
and proper set of measurements, high quality FRFs can be obtained. The obtained FRFs indicate that the dynamics of
themicro-station is complex, which is expected from a heavy stack stage architecture. It shows a lot of coupling between
stages and different directions, and many modes.

By measuring 12 DoFs on each “stage”, it could be verified that in the frequency range of interest, each stage behaved as
a rigid body. This confirms that a multi-body model can be used to properly model the micro-station.

Although a lot of effort was put into this experimental modal analysis of the micro-station, it was difficult to obtain an
accurate modal model. However, the measurements are useful for tuning the parameters of the micro-station multi-
body model.
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2.4 Micro Station - Multi BodyModel

From the start of this work, it became increasingly clear that an accurate micro-station model was necessary.

First, during the uniaxial study, it became clear that the micro-station dynamics affects the active platform dynamics.
Then, using the 3-DoFs rotating model, it was discovered that the rotation of the active platform induces gyroscopic
effects that affect the system dynamics and should therefore be modeled. Finally, a modal analysis of the micro-station
showed how complex the dynamics of the station is. The modal analysis also confirms that each stage behaves as a rigid
body in the frequency range of interest. Therefore, a multi-body model is a good candidate to accurately represent the
micro-station dynamics.

In this report, the development of such a multi-body model is presented.

First, each stage of themicro-station is described. The kinematics of themicro-station (i.e. how themotion of the stages
are combined) is presented in Section 2.4.1.

Then, themulti-bodymodel is presented and tuned tomatch themeasureddynamics of themicro-station (Section2.4.2).

Disturbances affecting the positioning accuracy also need to be modeled properly. To do so, the effects of these distur-
bances were first measured experimentally and then injected into the multi-body model (Section 2.4.3).

To validate the accuracy of the micro-station model, “real world” experiments are simulated and compared with mea-
surements in Section 2.4.4.

2.4.1 Micro-Station Kinematics

The micro-station consists of 4 stacked positioning stages (Figure 2.76). From bottom to top, the stacked stages are the
translation stage Dy , the tilt stage Ry , the rotation stage (Spindle) Rz and the positioning hexapod. Such a stacked
architecture allows high mobility, but the overall stiffness is reduced, and the dynamics is very complex.

X-ray

Figure 2.76: 3D view of the micro-station with the translation stage (in blue), tilt stage (in red), rotation stage (in yellow) and posi-
tioning hexapod (in purple).
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There are different ways of modeling the stage dynamics in a multi-body model. The one chosen in this work consists
of modeling each stage by two solid bodies connected by one 6-DoFs joint. The stiffness and damping properties of the
joint s can be tuned separately for each DoF.

The “controlled” DoF of each stage (for instance theDy direction for the translation stage) is modeled as infinitely rigid
(i.e. its motion is imposed by a “setpoint”) while the other DoFs have limited stiffness to model the different micro-
station modes.

2.4.1.1 Motion Stages

Translation Stage The translation stage is used to position and scan the sample laterally with respect to the X-ray
beam.

A linear motor was first used to enable fast and accurate scans. It was later replaced with a stepper motor and lead-screw,
as the feedback control used for the linear motor was unreliable1. An optical linear encoder is used to measure the stage
motion and for controlling the position.

Four cylindrical bearings2 are used to guide the motion (i.e. minimize the parasitic motions) and have high stiffness.

Tilt Stage The tilt stage is guided by four linear motion guides3 which are placed such that the center of rotation
coincide with the X-ray beam. Each linear guide is very stiff in radial directions such that the onlyDoFwith low stiffness
is inRy .

This stage is mainly used in reflectivity experiments where the sampleRy angle is scanned. This stage can also be used
to tilt the rotation axis of the Spindle.

Toprecisely control theRy angle, a steppermotor and twooptical encoders are used in aProportional IntegralDerivative
(PID) feedback loop.

Ball bearing guides

Stepper

motor
Mobile frame

Figure 2.77: Translation Stage.

Linear guides

Stepper
motor

Gear

Figure 2.78: Tilt Stage.

1It was probably caused by rust of the linear guides along its stroke.
2Ball cage (N501) and guide bush (N550) fromMahr are used.
3HCR 35 A C1, from THK.
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Spindle Then, a rotation stage is used for tomography experiments. It is composed of an air bearing spindle1, whose
angular position is controlled with a 3 phase synchronous motor based on the reading of 4 optical encoders.

Additional rotary unions and slip-rings are used to be able to pass electrical signals, fluids and gazes through the rotation
stage.

Positioning Hexapod Finally, a Stewart platform2 is used to position the sample. It includes a DCmotor and an
optical linear encoders in each of the six struts.

This stage is used to position thePoI of the samplewith respect to the spindle rotation axis. It can also be used to precisely
position the Point of Interest (PoI) vertically with respect to the x-ray.

Stator

Rotor

Figure 2.79: Rotation Stage (Spindle).

Mobile Platform

Base platform

Strut

Figure 2.80: Positioning Hexapod.

2.4.1.2 Mathematical description of a rigid body motion

In this section, mathematical tools3 that are used to describe the motion of positioning stages are introduced.

First, the tools to describe the pose of a solid body (i.e. it’s position and orientation) are introduced. Themotion induced
by a positioning stage is described by transformation matrices. Finally, the motions of all stacked stages are combined,
and the sample’s motion is computed from each stage motion.

Spatial Representation of Motion The pose of a solid body relative to a specific frame can be described by
six independent parameters. Three parameters are typically used to describe its position, and three other parameters
describe its orientation.

The position of a point P with respect to a frame {A} can be described by a 3× 1 position vector (2.49). The name of
the frame is usually added as a leading superscript: AP which reads as vector P in frame {A}.

1Made by LABMotion Systems.
2Modified Zonda Hexapod by Symetrie.
3The tools presented here are largely taken from [137].
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AP =

Px

Py

Pz

 (2.49)

A pure translation of a solid body (i.e., of a frame {B} attached to the solid body) can be described by the position
APOB

as shown in Figure 2.81a.

(a) Pure translation (b) Pure rotation (c) General transformation

Figure 2.81: Rigid body motion representation. (a) pure translation. (b) pure rotation. (c) combined rotation and translation.

The orientation of a rigid body is the same at all its points (by definition). Hence, the orientation of a rigid body can be
viewed as that of a moving frame attached to the rigid body. It can be represented in several different ways: the rotation
matrix, the screw axis representation, and the Euler angles are common descriptions.

The rotation matrix ARB is a 3 × 3matrix containing the Cartesian unit vectors [Ax̂B ,
AŷB ,

AẑB ] of frame {B}
represented in frame {A} (2.50).

ARB =
[
Ax̂B |AŷB |AẑB

]
(2.50)

Consider a pure rotation of a rigid body ({A} and {B} are coincident at their origins, as shown in Figure 2.81b). The
rotation matrix can be used to express the coordinates of a point P in a fixed frame {A} (i.e. AP ) from its coordinate
in the moving frame {B} using Equation (2.51).

AP = ARB
BP (2.51)

For rotations around x, y or z axis, the formulas of the corresponding rotationmatrices are given in Equation (2.52).
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Rx(θx) =

1 0 0
0 cos(θx) − sin(θx)
0 sin(θx) cos(θx)

 (2.52a)

Ry(θy) =

 cos(θy) 0 sin(θy)
0 1 0

− sin(θy) 0 cos(θy)

 (2.52b)

Rz(θz) =

cos(θz) − sin(θz) 0
sin(θz) cos(θz) 0

0 0 1

 (2.52c)

Sometimes, it is useful to express a rotation as a combination of three rotations described by Rx, Ry and Rz . The
order of rotation is very important1, therefore, in this study, rotations are expressed as three successive rotations about
the coordinate axes of the moving frame (2.53).

ARB(α, β, γ) = Ru(α)Rv(β)Rc(γ) (2.53)

Such rotation can be parameterized by three Euler angles (α, β, γ), which can be computed from a given rotation
matrix using equations (2.54).

α = atan2(−R23/ cos(β), R33/ cos(β)) (2.54a)

β = atan2(R13,
√

R2
11 +R2

12) (2.54b)

γ = atan2(−R12/ cos(β), R11/ cos(β)) (2.54c)

Motion of a Rigid Body Since the relative positions of a rigid body with respect to a moving frame {B} attached
to it are fixed for all time, it is sufficient to know the position of the origin of the frameOB and the orientation of the
frame {B}with respect to the fixed frame {A}, to represent the position of any point P in the space.

Therefore, the pose of a rigid body can be fully determined by:

1. The position vector of pointOB with respect to frame {A}which is denoted APOB

2. The orientation of the rigid body, or the moving frame {B} attached to it with respect to the fixed frame {A},
that is represented by ARB .

The position of any point P of the rigid body with respect to the fixed frame {A}, which is denoted AP may be
determined thanks to the Chasles’ theorem, which states that if the pose of a rigid body {ARB ,

APOB
} is given, then

the position of any point P of this rigid body with respect to {A} is given by Equation (2.55).

AP = ARB
BP + APOB

(2.55)

1Rotations are non commutative in 3D.
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While equation (2.55) can describe the motion of a rigid body, it can be written in a more convenient way using 4 × 4
homogeneous transformationmatrices and 4×1 homogeneous coordinates. The homogeneous transformationmatrix
is composed of the rotation matrix ARB representing the orientation and the position vector APOB

representing the
translation. It is partitioned as shown in Equation (2.56).

ATB =

 ARB
APOB

0 0 0 1

 (2.56)

Then, AP can be computed from BP and the homogeneous transformation matrix using (2.57).

 AP

1

 =

 ARB
APOB

0 0 0 1


 BP

1

 ⇒ AP = ARB
BP + APOB

(2.57)

One key advantage of homogeneous transformation is that it can easily be generalized for consecutive transformations.
Let us consider the motion of a rigid body described at three locations (Figure 2.82). Frame {A} represents the initial
location, frame {B} is an intermediate location, and frame {C} represents the rigid body at its final location.

Figure 2.82:Motion of a rigid body represented at three locations by frame {A}, {B} and {C}.

Furthermore, suppose the position vector of a pointP of the rigid body is given in the final location, that is CP is given,
and the position of this point is to be found in the fixed frame {A}, that is AP . Since the locations of the rigid body are
known relative to each other, CP can be transformed to BP using BTC using BP = BTC

CP . Similarly, BP can be
transformed into AP using AP = ATB

BP .

Combining the two relations, Equation (2.58) is obtained. This shows that combining multiple transformations is
equivalent as to compute 4× 4matrix multiplications.

AP = ATB
BTC︸ ︷︷ ︸

ATC

CP (2.58)

Another key advantage of homogeneous transformation is the easy inverse transformation, which can be computed
using Equation (2.59).



2.4 Micro Station -Multi BodyModel 92

BTA = AT−1
B =

 ARᵀ
B −ARᵀ

B
APOB

0 0 0 1

 (2.59)

2.4.1.3 Micro-Station Kinematics

Each stage is described by two frames; one is attached to the fixed platform {A} while the other is fixed to the mobile
platform {B}. At “rest” position, the two have the same pose and coincide with the PoI (OA = OB). An example
of the tilt stage is shown in Figure 2.83. The mobile frame of the translation stage is equal to the fixed frame of the
tilt stage: {BDy

} = {ARy
}. Similarly, the mobile frame of the tilt stage is equal to the fixed frame of the spindle:

{BRy} = {ARz}.

X-ray

Figure 2.83: Example of the motion induced by the tilt-stage Ry . Initial position is shown in blue while an arbitrary position is
shown in red. Parasitic motions are here magnified for clarity.

Themotion induced by a positioning stage can be described by a homogeneous transformationmatrix from frame {A}
to frame {B} as explain in Section 2.4.1.3. As any motion stage induces parasitic motion in all 6-DoFs, the transforma-
tion matrix representing its induced motion can be written as in (2.60).

ATB(Dx, Dy, Dz, θx, θy, θz) =


Dx

Rx(θx)Ry(θy)Rz(θz) Dy

Dz

0 0 0 1

 (2.60)

The homogeneous transformation matrix corresponding to the micro-station Tµ-station is simply equal to the matrix
multiplication of the homogeneous transformation matrices of the individual stages as shown in Equation (2.61).

Tµ-station = TDy
· TRy

· TRz
· Thexapod (2.61)

Tµ-station represents the pose of the sample (supposed to be rigidly fixed on top of the positioning-hexapod) with respect
to the granite.
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If the transformationmatrices of the individual stages are each representing a perfectmotion (i.e. the stages are supposed
to have no parasitic motion), Tµ-station then represents the pose setpoint of the sample with respect to the granite. The
transformationmatrices for the translation stage, tilt stage, spindle, and positioning hexapod can be written as shown in
Equation (2.62). The setpoints areDy for the translation stage, θy for the tilt-stage, θz for the spindle, [Dµx, Dµy, Dµz]
for the positioning hexapod translations and [θµx, θµy, θµz] for the positioning hexapod rotations.

TDy =


1 0 0 0
0 1 0 Dy

0 0 1 0
0 0 0 1

 Thexapod =


Dµx

Rx(θµx)Ry(θµy)Rz(θµz) Dµy

Dµz

0 0 0 1



TRz
=


cos(θz) − sin(θz) 0 0
sin(θz) cos(θz) 0 0

0 0 1 0
0 0 0 1

 TRy
=


cos(θy) 0 sin(θy) 0

0 1 0 0
− sin(θy) 0 cos(θy) 0

0 0 0 1


(2.62)

2.4.2 Micro-Station Dynamics

In this section, the multi-body model of the micro-station is presented. Such model consists of several rigid bodies
connected by springs and dampers. The inertia of the solid bodies and the stiffness properties of the guidingmechanisms
were first estimated based on the 3Dmodel and data-sheets (Section 2.4.2.1).

The obtained dynamics is then compared with the modal analysis performed on the micro-station (Section 2.4.2.2).

As the dynamics of the active platform is impacted by themicro-station compliance (see Section 2.1.7), the most impor-
tant dynamical characteristic that should be well modeled is the overall compliance of the micro-station. To do so, the
6-DoFs compliance of the micro-station is measured and then compared with the 6-DoFs compliance extracted from
the multi-body model (Section 2.4.2.3).

2.4.2.1 Multi-BodyModel

By performing a modal analysis of the micro-station, it was verified that in the frequency range of interest, each stage
behaved as a rigid body. This confirms that a multi-body model can be used to properly model the micro-station.

A multi-body model consists of several solid bodies connected by joints. Each solid body can be represented by its
inertia properties (most of the time computed automatically from the 3Dmodel andmaterial density). Joints are used to
impose kinematic constraints between solid bodies and to specify dynamical properties (i.e. spring stiffness and damping
coefficient). External forces can be used to model disturbances, and “sensors” can be used to measure the relative pose
between two defined frames.

Therefore, themicro-station is modeled by several solid bodies connected by joints. A typical stage (here the tilt-stage) is
modeled as shown in Figure 2.84 where two solid bodies (the fixed part and the mobile part) are connected by a 6-DoFs
joint. OneDoF of the 6-DoFs joint is “imposed” by a setpoint (i.e. modeled as infinitely stiff), while the other 5 are each
modeled by a spring and damper. Additional forces can be used to model disturbances induced by the stage motion.
The obtained 3D representation of the multi-body model is shown in Figure 2.85.

The ground is modeled by a solid body connected to the “world frame” through a joint only allowing 3 translations.
The granite was then connected to the ground using a 6-DoFs joint. The translation stage is connected to the granite by
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1

1

2

Ry - 6DoF - Joint
Ty setpoint Ry - Mobile Part

Ry - Fixed Part

Figure 2.84: Example of a stage (here the tilt-stage) represented in the multi-body model software (Simulink - Simscape). It is com-
posed of two solid bodies connected by a 6-DoFs joint. One joint DoF (here the tilt angle) can be “controlled”, the
other DoFs are represented by springs and dampers. Additional disturbing forces for all DoF can be included.

Figure 2.85: 3D view of the micro-station multi-body model.

a 6-DoFs joint, but theDy motion is imposed. Similarly, the tilt-stage and the spindle are connected to the stage below
using a 6-DoFs joint, with 1 imposed DoF each time. Finally, the positioning hexapod has 6-DoFs.

The total number of “free” DoFs is 27, so the model has 54 states. The springs and dampers values were first estimated
from the joint/stage specifications and were later fined-tuned based on the measurements. The spring values are sum-
marized in Table 2.11.

Table 2.11: Summary of the stage stiffnesses. The constrained degrees-of-freedom are indicated by “-”. The frames in which the
6-DoFs joints are defined are indicated in figures found in Section 2.4.1.1.

Stage Dx Dy Dz Rx Ry Rz

Granite 5 kN/µm 5 kN/µm 5 kN/µm 25Nm/µrad 25Nm/µrad 10Nm/µrad
Translation 200N/µm - 200N/µm 60Nm/µrad 90Nm/µrad 60Nm/µrad
Tilt 380N/µm 400N/µm 380N/µm 120Nm/µrad - 120Nm/µrad
Spindle 700N/µm 700N/µm 2 kN/µm 10Nm/µrad 10Nm/µrad -
Hexapod 10N/µm 10N/µm 100N/µm 1.5Nm/rad 1.5Nm/rad 0.27Nm/rad

2.4.2.2 Comparisonwith theMeasured Dynamics

The dynamics of the micro-station was measured by placing accelerometers on each stage and by impacting the trans-
lation stage with an instrumented hammer in three directions. The obtained FRFs were then projected at the CoM of
each stage.

To gain a first insight into the accuracy of the obtained model, the FRFs from the hammer impacts to the acceleration
of each stage were extracted from the multi-body model and compared with the measurements in Figure 2.86.
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Even though there is some similarity between the model and the measurements (similar overall shapes and amplitudes),
it is clear that the multi-bodymodel does not accurately represent the complex micro-station dynamics. Tuning the nu-
merousmodel parameters to bettermatch themeasurements is a highly non-linear optimization problem that is difficult
to solve in practice.
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Figure 2.86: FRFs from a hammer impact to the stage acceleration, both expressed at its CoM. The measured FRFs are compared
with the multi-body model. Different directions are computed for different stages.

2.4.2.3 Micro-station Compliance

As discussed in the previous section, the dynamics of the micro-station is complex, and tuning the multi-body model
parameters to obtain a perfect match is difficult.

When considering the NASS, the most important dynamical characteristics of the micro-station is its compliance, as it
can affect the plant dynamics. Therefore, the adopted strategy is to accurately model the micro-station compliance.

The micro-station compliance was experimentally measured using the setup illustrated in Figure 2.87. Four 3-axis ac-
celerometers were fixed to the positioning hexapod top platform. The positioning hexapod top platform was impacted
at 10 different points. For each impact position, 10 impacts were performed to average and improve the data quality.
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Figure 2.87: Schematic of the measurement setup used to estimate the compliance of the micro-station. Four 3-axis accelerometers
(shown in red) are fix on top of the positioning hexapod platform. 10 hammer impacts are performed at different
locations (shown in blue).
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To convert the 12 acceleration signals aL = [a1x a1y a1z a2x . . . a4z] to the acceleration expressed in the {X} frame
aX = [adx ady adz arx ary arz], a Jacobian matrix Ja is written based on the positions and orientations of the ac-
celerometers (2.63).

Ja =



1 0 0 0 0 −d
0 1 0 0 0 0
0 0 1 d 0 0
1 0 0 0 0 0
0 1 0 0 0 −d
0 0 1 0 d 0
1 0 0 0 0 d
0 1 0 0 0 0
0 0 1 −d 0 0
1 0 0 0 0 0
0 1 0 0 0 d
0 0 1 0 −d 0

 (2.63)

Then, the acceleration in the cartesian frame can be computed using (2.64).

aX = J−1
a · aL (2.64)

Similar to what is done for the accelerometers, a Jacobian matrix JF is computed (2.65) and used to convert the indi-
vidual hammer forces FL to force and torques FX applied at the center of the positioning hexapod top plate (defined
by frame {X} in Figure 2.87).

JF =


0 −1 0 0 0 0
0 0 −1 −d 0 0
1 0 0 0 0 0
0 0 −1 0 −d 0
0 1 0 0 0 0
0 0 −1 d 0 0
−1 0 0 0 0 0
0 0 −1 0 d 0
−1 0 0 0 0 −d
−1 0 0 0 0 d

 (2.65)

The equivalent forces and torques applied at center of {X} are then computed using (2.66).

FX = Jᵀ
F · FL (2.66)

Using the two Jacobianmatrices, the FRF from the 10hammer impacts to the 12 accelerometer outputs canbe converted
to the FRF from 6 forces/torques applied at the origin of frame {X} to the 6 linear/angular accelerations of the top
platform expressed with respect to {X}. These FRFs were then used for comparison with the multi-body model.

The compliance of themicro-stationmulti-bodymodel was extracted by computing the transfer function from forces/-
torques applied on the hexapod’s top platform to the “absolute” motion of the top platform. These results are com-
pared with the measurements in Figure 2.88. Considering the complexity of the micro-station compliance dynamics,
the model compliance matches sufficiently well for the current application.

2.4.3 Estimation of Disturbances

The goal of this section is to obtain a realistic representation of disturbances affecting the micro-station. These distur-
bance sources are then used during time domain simulations to accurately model the micro-station behavior. The focus
is on stochastic disturbances because, in principle, it is possible to calibrate the repeatable part of disturbances. Such
disturbances include ground motions and vibrations induce by scanning the translation stage and the spindle.
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Figure 2.88: Compliance of themicro-station expressed in frame {X}. Themeasured FRFs are displayed by translucent lines, while
the FRFs extracted from the multi-body models are shown by opaque lines. Both translation terms (a) and rotational
terms (b) are displayed.

In the multi-body model, stage vibrations are modeled as internal forces applied in the stage joint. In practice, distur-
bance forces cannot be directly measured. Instead, the vibrations of the micro-station’s top platform induced by the
disturbances were measured (Section 2.4.3.1).

To estimate the equivalent disturbance force that induces such vibration, the transfer functions fromdisturbance sources
(i.e. forces applied in the stages’ joint) to the displacements of themicro-station’s top platformwith respect to the granite
are extracted from the multi-body model (Section 2.4.3.2). Finally, the obtained disturbance sources are compared in
Section 2.4.3.3.

2.4.3.1 DisturbanceMeasurements

In this section, ground motion is directly measured using geophones. Vibrations induced by scanning the translation
stage and the spindle are also measured using dedicated setups.

The tilt stage and the positioning hexapod also have positioning errors; however, they are not modeled here because
these two stages are only used for pre-positioning and not for scanning. Therefore, from a control perspective, they are
not important.

Ground Motion The ground motion was measured by using a sensitive 3-axis geophone shown in Figure 2.90
placed on the ground. The generated voltageswere recordedwith a high resolutionADC, and converted to displacement
using theGeophone sensitivity transfer function. The obtained groundmotion displacement is shown in Figure 2.89.
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Figure 2.89:Measured ground motion. Figure 2.90: (3D) L-4C geophone.

Translation Stage To measure the positioning errors of the translation stage, the setup shown in Figure 2.91 is
used. A special optical element (called a “straightness interferometer”1) is fixed on top of the micro-station, while a laser
source2 and a straightness reflector are fixed on the ground. A similar setupwas used tomeasure the horizontal deviation
(i.e. in the x direction), as well as the pitch and yaw errors of the translation stage.

Micro Station

Straightness reflector

Straightness interferometer

Laser Source

Figure 2.91: Experimental setup to measure the straightness (vertical deviation) of the translation stage.

Six scanswere performedbetween−4.5mmand4.5mm. The results for each individual scan are shown inFigure 2.92a.
The measurement axis may not be perfectly aligned with the translation stage axis; this, a linear fit is removed from the
measurement. The remaining vertical displacement is shown in Figure 2.92b. A vertical error of±300 nm induced by
the translation stage is expected. Similar result is obtained for the x lateral direction.

Spindle Tomeasure the positioning errors induced by the Spindle, a “Spindle error analyzer”3 is used as shown in Fig-
ure 2.93. A specific target is fixed on top of themicro-station, which consists of two spherewith 1 inch diameter precisely
aligned with the spindle rotation axis. Five capacitive sensors4 are pointing at the two spheres, as shown in Figure 2.93b.
From the 5measured displacements [d1, d2, d3, d4, d5], the translations and rotations [Dx, Dy, Dz, Rx, Ry] of the
target can be estimated.

1The special optics (straightness interferometer and reflector) are manufactured by Agilent (10774A).
2Laser source is manufactured by Agilent (5519b).
3The Spindle Error Analyzer is made by Lion Precision.
4C8 capacitive sensors and CPL290 capacitive driver electronics from Lion Precision.
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(b) Error after removing a linear fit

Figure 2.92:Measurement of the straightness (vertical error) of the translation stage (a). A linear fit is then removed from the data
(b).

(a)Micro-station and 5-DoFs metrology (b) Zoom on the metrology system

Figure 2.93: Experimental setup used to estimate the errors induced by the Spindle rotation (a). The motion of the two reference
spheres is measured using 5 capacitive sensors (b).

Ameasurement was performed during a constant rotational velocity of the spindle of 60 rpm and during 10 turns. The
obtained results are shown in Figure 2.94. A large fraction of the radial (Figure 2.94a) and tilt (Figure 2.94c) errors is
linked to the fact that the two spheres are not perfectly aligned with the rotation axis of the Spindle. This is displayed
by the dashed circle. After removing the best circular fit from the data, the vibrations induced by the Spindle may be
viewed as stochastic disturbances. However, some misalignment between the PoI of the sample and the rotation axis
will be considered because the alignment is not perfect in practice. The vertical motion induced by scanning the spindle
is in the order of±30 nm (Figure 2.94b).

2.4.3.2 Sensitivity to Disturbances

To compute the disturbance source (i.e. forces) that induced the measured vibrations in Section 2.4.3.1, the transfer
function from the disturbance sources to the stage vibration (i.e. the “sensitivity to disturbances”) needs to be estimated.
This is achieved using the multi-body model presented in Section 2.4.2. The obtained transfer functions are shown in
Figure 2.95.
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Figure 2.94:Measurement of the radial (a), axial (b) and tilt (c) errors during a Spindle rotation at 60 rpm. The circular best fit is
shown by the dashed circle. It represents the misalignment of the spheres with the rotation axis.
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Figure 2.95: Extracted transfer functions from disturbances to relative motion between the micro-station’s top platform and the
granite. The considered disturbances are the ground motion (a), the translation stage vibrations (b), and the spindle
vibrations (c).

2.4.3.3 Obtained Disturbance Sources

From themeasured effect of disturbances in Section 2.4.3.1 and the sensitivity to disturbances extracted from themulti-
body model in Section 2.4.3.2, the power spectral density of the disturbance sources (i.e. forces applied in the stage’s
joint) can be estimated. The obtained power spectral density of the disturbances are shown in Figure 2.96.

The disturbances are characterized by their power spectral densities, as shown in Figure 2.96. However, to perform time
domain simulations, disturbances must be represented by a time domain signal. To generate stochastic time-domain
signals with a specific power spectral density, the discrete inverse Fourier transform is used, as explained in [108, chap.
12.11]. Examples of the obtained time-domain disturbance signals are shown in Figure 2.97.

2.4.4 Simulation of Scientific Experiments

To fully validate the micro-station multi-body model, two time-domain simulations corresponding to typical use cases
were performed.
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Figure 2.96:Measured ASD of the micro-station disturbance sources. Ground motion (a), translation stage (b) and spindle (c).
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Figure 2.97: Generated time domain disturbance signals. Ground motion (a), translation stage (b) and spindle (c).

First, a tomography experiment (i.e. a constant Spindle rotation) was performed and was compared with experimental
measurements (Section 2.4.4.1). Second, a constant velocity scans with the translation stage was performed and also
compared with the experimental data (Section 2.4.4.2).

2.4.4.1 Tomography Experiment

To simulate a tomography experiment, the setpoint of the Spindle is configured to perform a constant rotation with a
rotational velocity of 60 rpm. Both ground motion and spindle vibration disturbances were simulated based on what
was computed in Section 2.4.3. A radial offset of≈ 1µmbetween the Point of Interest (PoI) and the spindle’s rotation
axis is introduced to represent what is experimentally observed. During the 10 second simulation (i.e. 10 spindle turns),
the position of the PoI with respect to the granite was recorded. Results are shown in Figure 2.98. A good correlation
with the measurements is observed both for radial errors (Figure 2.98a) and axial errors (Figure 2.98b).
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Figure 2.98: Simulation results for a tomography experiment at constant velocity of 60 rpm. The comparison is made with mea-
surements for both radial (a) and axial errors (b).

2.4.4.2 Scans with the Translation Stage

A second experiment was performed in which the translation stage was scanned at constant velocity. The translation
stage setpoint is configured to have a “triangular” shape with stroke of ±4.5mm. Both ground motion and transla-
tion stage vibrations were included in the simulation. Similar to what was performed for the tomography simulation,
the Point of Interest (PoI) position with respect to the granite was recorded and compared with the experimental mea-
surements in Figure 2.99. A similar error amplitude was observed, thus indicating that the multi-body model with the
included disturbances accurately represented the micro-station behavior in typical scientific experiments.
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Figure 2.99: Vertical errors during a constant-velocity scan of the translation stage.

Conclusion

In this study, a multi-body model of the micro-station was developed. It was difficult to match the measured dynamics
obtained from the modal analysis of the micro-station. However, the most important dynamical characteristic to be
modeled is the compliance, as it affects the dynamics of the NASS. After tuning the model parameters, a good match
with the measured compliance was obtained (Figure 2.88).
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The disturbances affecting the sample position should also be well modeled. After experimentally estimating the distur-
bances (Section 2.4.3), themulti-bodymodel was finally validated by performing a tomography simulation (Figure 2.98)
as well as a simulation in which the translation stage was scanned (Figure 2.99).
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2.5 Active Platform -Multi BodyModel

Building upon the validated multi-body model of the micro-station presented in previous sections, this section focuses
on the development and integration of an active vibration platformmodel.

A review of existing active vibration platforms is given in Section 2.5.1, leading to the selection of the Stewart platform
architecture. This parallel manipulator architecture, described in Section 2.5.2, requires specialized analytical tools for
kinematic analysis. However, the complexity of its dynamic behavior poses significant challenges for purely analytical
approaches.

Consequently, a multi-body modeling approach was adopted (Section 2.5.3), facilitating seamless integration with the
existing micro-station model.

The control of the Stewart platform introduces additional complexity due to its Multi Inputs Multi Outputs (MIMO)
nature. Section 2.5.4 explores how the High Authority Control / Low Authority Control (HAC-LAC) strategy, pre-
viously validated on the uniaxial model, can be adapted to address the coupled dynamics of the Stewart platform. This
adaptation requires fundamental decisions regarding both the control architecture (centralized versus decentralized) and
the control frame (Cartesian versus strut space). Through careful analysis of system interactions and plant characteris-
tics in different frames, a control architecture combining decentralized Integral Force Feedback for active damping with
a centralized high authority controller for positioning was developed, with both controllers implemented in the frame
of the struts.

2.5.1 Review of Active Vibration Platforms

The conceptual phase started with the use of simplified models, such as uniaxial and three-degree-of-freedom rotat-
ing systems. These models were chosen for their ease of analysis, and despite their simplicity, the principles derived
from them usually apply tomore complex systems. However, the development of theNanoActive Stabilization System
(NASS) now requires the use of amore accuratemodel that will be integrated with themulti-body representation of the
micro-station. To develop this model, the architecture of the active platformmust first be determined.

The selection of an appropriate architecture begins with a review of existing positioning stages that incorporate active
platforms similar to NASS (Section 2.5.1.1). This review reveals two distinctive features of the NASS that set it apart
from existing systems: the fact that the active platform is continuously rotating and its requirement to accommodate
variable payload masses. In existing systems, the sample mass is typically negligible compared to the stage mass, whereas
in NASS, the sample mass significantly influences the system’s dynamic behavior.

These distinctive requirements drive the selection of the active platform architecture. In Section 2.5.1.2, different active
platform configurations, including serial and parallel configurations, are evaluated, ultimately leading to the choice of a
Stewart platform architecture.

2.5.1.1 Sample Stages with Active Control

The positioning of samples with respect to X-ray beam, that can be focused to sizes below 100 nanometers, presents
significant challenges, because mechanical positioning systems are typically limited to micron-scale accuracy. To over-
come this limitation, external metrology systems have been implemented to measure sample positions with nanometer
accuracy, enabling real-time feedback control for sample stabilization.

A review of existing sample stages with active vibration control reveals various approaches to implementing such feed-
back systems. Inmany cases, sample position control is limited to translational DoFs. AtNSLS-II, for instance, a system
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capable of 100µm stroke has been developed for payloads up to 500g, using interferometric measurements for position
feedback (Figure 2.100a). Similarly, at the Sirius facility, a tripod configuration based on voice coil actuators has been
implemented for XYZ position control, achieving feedback bandwidths of approximately 100Hz (Figure 2.100b).
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Figure 2.100: Example of sample stage with active XYZ corrections based on external metrology. TheMLLmicroscope at NSLS-II
(a). Sample stage on SAPOTI beamline at Sirius facility (b).

The integration ofRz rotational capability, which is necessary for tomography experiments, introduces additional com-
plexity. At ESRF’s ID16A beamline, a Stewart platform (whose architecture will be presented in Section 2.5.2) using
piezoelectric actuators has been positioned below the spindle (Figure 2.101a). While this configuration enables the cor-
rection of spindle motion errors through 5-DoFs control based on capacitive sensor measurements, the stroke is limited
to 50µm due to the inherent constraints of piezoelectric actuators. In contrast, at PETRA III, an alternative approach
places a XYZ-stacked stage above the spindle, offering 100µm stroke (Figure 2.101b). However, attempts to implement
real-time feedback using YZ external metrology proved challenging, possibly due to the poor dynamical response of the
serial stage configuration.
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(a) Simplified schematic of ID16a end-station [148]
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(b) PtyNAMi microscope [125, 126]

Figure 2.101: Example of two sample stages for tomography experiments. ID16a endstation at the ESRF (a). PtyNAMimicroscope
at PETRA III (b).
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Table 2.12 provides an overview of existing end-stations that incorporate feedback loops based on online metrology
for sample positioning. Although direct performance comparisons between these systems are challenging due to their
varying experimental requirements, scanning velocities, and specific use cases, several distinctive characteristics of the
NASS can be identified.

Table 2.12: End-Stations with integrated feedback loops based on online metrology. The stages used for feedback are indicated in
bold font. Stages not used for scanning purposes are omitted or indicated between parentheses. The specifications for
the NASS are indicated in the last row.

Stacked Stages Specifications Measured DoFs Bandwidth Reference

Sample light Interferometers 3 PID, n/a APS
XYZ stage (piezo) Dxyz : 0.05mm Dxyz [102]

Sample light Capacitive sensors ≈ 10Hz ESRF
Spindle Rz : ±90 deg Dxyz , Rxy ID16a

Hexapod (piezo) Dxyz : 0.05mm [148]
Rxy : 500µrad

Sample light Interferometers n/a PETRA III
XYZ stage (piezo) Dxyz : 0.1mm Dyz P06

Spindle Rz : 180 deg [125, 126]

Sample light Interferometers PID, n/a PSI
Spindle Rz : ±182 deg Dyz , Rx OMNY

Tripod (piezo) Dxyz : 0.4mm [63, 64]

Sample light Interferometers n/a Soleil
(XY stage) Dxyz , Rxy Nanoprobe

Spindle Rz : 360 deg [41, 134]
XYZ linear motors Dxyz : 0.4mm

Sample up to 0.5 kg Interferometers n/a NSLS
Spindle Rz : 360 deg Dxyz SRX

XYZ stage (piezo) Dxyz : 0.1mm [101]

Sample up to 0.35 kg Interferometers ≈ 100Hz Diamond, I14
Parallel XYZ VC Dxyz : 3mm Dxyz [76]

Sample light Capacitive sensors ≈ 100Hz LNLS
Parallel XYZ VC Dxyz : 3mm and interferometers CARNAUBA

(Spindle) Rz : ±110 deg Dxyz [52]

Sample up to 50 kg Dxyz , Rxy ESRF
Active Platform ID31

(Hexapod) [32, 36]
Spindle Rz : 360 deg

Tilt-Stage Ry : ±3 deg
Translation Stage Dy : ±10mm

The first key distinction of the NASS is in the continuous rotation of the active vibration platform. This feature intro-
duces significant complexity through gyroscopic effects and real-time changes in the platform orientation, which sub-
stantially impactboth the system’s kinematics anddynamics. In addition,NASS implements auniqueLong-Stroke/Short-
Stroke architecture. In conventional systems, active platforms typically correct spindle positioning errors - for example,
unwanted translations or tilts that occur during rotation, whereas the intended rotational motion (Rz) is performed by
the spindle itself and is not corrected. TheNASS, however, faces a more complex task: it must compensate for position-
ing errors of the translation and tilt stages in real-time during their operation, including corrections along their primary
axes of motion. For instance, when the translation stage moves along Y, the active platform must not only correct for
unwanted motions in other directions but also correct the position along Y, which necessitate some synchronization
between the control of the long stroke stages and the control of the active platform.

The second major distinguishing feature of the NASS is its capability to handle payload masses up to 50 kg, exceeding
typical capacities in the literature by two orders of magnitude. This substantial increase in payload mass fundamen-
tally alters the system’s dynamic behavior, as the sample mass significantly influences the overall system dynamics, in
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contrast to conventional systems where sample masses are negligible relative to the stage mass. This characteristic intro-
duces significant control challenges, as the feedback systemmust remain stable and maintain performance across a wide
range of payload masses (from a few kilograms to 50 kg), requiring robust control strategies to handle such large plant
variations.

The NASS also distinguishes itself through its high mobility and versatility, which are achieved through the use of mul-
tiple stacked stages (translation stage, tilt stage, spindle, positioning hexapod) that enable a wide range of experimental
configurations. The resulting mechanical structure exhibits complex dynamics with multiple resonance modes in the
low frequency range. This dynamic complexity poses significant challenges for the design and control of the active plat-
form.

The primary control requirements focus on [Dy, Dz, Ry] motions; however, the continuous rotation of the active
platform requires the control of [Dx, Dy, Dz, Rx, Ry] in the active platform’s reference frame.

2.5.1.2 Active Vibration Platform

The choice of the active platform architecture for the NASS requires careful consideration of several critical specifica-
tions. The platformmust provide control over five DoFs (Dx,Dy ,Dz ,Rx, andRy), with strokes exceeding 100µm to
correct for micro-station positioning errors, while fitting within a cylindrical envelope of 300mmdiameter and 95mm
height. It must accommodate payloads up to 50 kg while maintaining high dynamical performance. For light samples,
the typical design strategy of maximizing actuator stiffness works well because resonance frequencies in the kilohertz
range can be achieved, enabling control bandwidths up to 100Hz. However, achieving such resonance frequencies
with a 50 kg payload would require unrealistic stiffness values of approximately 2000N/µm. This limitation neces-
sitates alternative control approaches, and the High High Authority Control / Low Authority Control (HAC-LAC)
strategy is proposed to address this challenge. To this purpose, the design includes force sensors for active damping.
Compliant mechanisms must also be used to eliminate friction and backlash, which would otherwise compromise the
nano-positioning capabilities.

Two primary categories of positioning platform architectures are considered: serial and parallel mechanisms. Serial
robots, characterized by open-loop kinematic chains, typically dedicate one actuator perDoF as shown in Figure 2.102a.
While offering large workspaces and high maneuverability, serial mechanisms suffer from several inherent limitations.
These include low structural stiffness, cumulative positioning errors along the kinematic chain, high mass-to-payload
ratios due to actuator placement, and limited payload capacity [137]. These limitations generally make serial architec-
tures unsuitable for nano-positioning applications, except when handling very light samples, as was used in [102] and
shown in Figure 2.100a.

In contrast, parallel mechanisms, which connect the mobile platform to the fixed base through multiple parallel struts,
offer several advantages for precision positioning. Their closed-loop kinematic structure provides inherently higher
structural stiffness, as the platform is simultaneously supported by multiple struts [137]. Although parallel mecha-
nisms typically exhibit limited workspace compared to serial architectures, this limitation is not critical for NASS given
its modest stroke requirements. Numerous parallel kinematic architectures have been developed [38] to address various
positioning requirements, with designs varying based on the intended DoFs and specific application constraints. Fur-
thermore, hybrid architectures combining both serial and parallel elements have been proposed [129], as illustrated in
Figure 2.102, offering potential compromises between the advantages of both approaches.

After evaluating the different options, the Stewart platform architecture was selected for several reasons. In addition
to allow control over all required DoFs, its compact design and predictable dynamic characteristics make it particularly
suitable for nano-positioning when combined with flexible joints. Stewart platforms have been implemented in a wide
variety of configurations, as illustrated in Figure 2.103, which shows two distinct implementations: one implementing
piezoelectric actuators for nano-positioning applications, and another based on voice coil actuators for vibration isola-
tion. These examples demonstrate the architecture’s versatility in terms of geometry, actuator selection, and scale, all of
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Sample
Platform

x-axis piezo
y-axis piezo

z-axis piezo

(a) XYZ Serial positioning stage [77]

Mobile Platform

Fixed Base

Intermediate body

Actuator

Actuators

(b) Hybrid 5-DoFs stage [129]

Figure 2.102: Examples of a serial positioning stage (a) and of a hybrid (parallel/serial) positioning platform (b).

which can be optimized for specific applications. Furthermore, the successful implementation of Integral Force Feed-
back (IFF) control on Stewart platforms has been well documented [4, 5, 113], and the extensive body of research on
this architecture enables thorough optimization specifically for the NASS.

Mobile StageSample

Flexure Joint

Eddy Current Sensors

Piezoelectric
Stack Actuators

Amplification
Mechanism

Base Platform

(a) Stewart platform for Nano-positioning [49]

Voice Coil
Actuators

Flexure Joint

(b) Stewart platform for vibration isolation [109, 113]

Figure 2.103: Two examples of Stewart platforms. (a) Stewart platform based on piezoelectric actuators and used for nano-
positioning. (b) Stewart platform based on voice coil actuators and used for vibration isolation.

2.5.2 The Stewart Platform

TheStewart platform, first introducedbyStewart in 1965 [135] for flight simulation applications, represents a significant
milestone in parallel manipulator design. This mechanical architecture has evolved far beyond its original purpose, and
has been applied across diverse field, from precision positioning systems to robotic surgery. The fundamental design
consists of two platforms connected by six adjustable struts in parallel, creating a fully parallel manipulator capable of
six degrees of freedommotion.

Unlike serial manipulators, in which errors worsen through the kinematic chain, parallel architectures distribute loads
across multiple actuators, leading to enhanced mechanical stiffness and improved positioning accuracy. This parallel
configuration also results in superior dynamic performance because the actuators directly contribute to the platform’s
motion without intermediate linkages. These characteristics make the Stewart platforms particularly valuable in appli-
cations requiring high precision and stiffness.
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For theNASS application, the Stewart platform architecture offers three key advantages. First, as a fully parallelmanipu-
lator, all themotion errors of themicro-station can be compensated through the coordinated action of the six actuators.
Second, its compact design compared to serial manipulators makes it ideal for integration on top micro-station where
only 95mm of height is available. Third, the good dynamical properties should enable high-bandwidth positioning
control.

While Stewart platforms excel in precision and stiffness, they typically exhibit a relatively limitedworkspace compared to
serial manipulators. However, this limitation is not significant for the NASS application, as the required motion range
corresponds to the positioning errors of the micro-station, which are in the order of 10µm.

This section provides a comprehensive analysis of the Stewart platform’s properties, focusing on aspects crucial for preci-
sion positioning applications. The analysis encompasses the platform’s kinematic relationships (Section 2.5.2.2), the use
of the Jacobian matrix (Section 2.5.2.3), static behavior (Section 2.5.2.4), and dynamic characteristics (Section 2.5.2.5).
These theoretical foundations form the basis for subsequent design decisions and control strategies, which will be elab-
orated in later sections.

2.5.2.1 Mechanical Architecture

TheStewart platformconsists of two rigidplatforms connectedby six parallel struts (Figure 2.104). Each strut ismodeled
with an active prismatic joint that allows for controlled length variation, with its ends attached to the fixed and mobile
platforms through joints. The typical configuration consists of a universal joint at one end and a spherical joint at the
other, providing the necessary degrees of freedom1.

Prismatic

Universal

Spherical
Mobile platform

Fixed platform

Figure 2.104: Schematic representation of the Stewart platform architecture.

To facilitate the rigorous analysis of the Stewart platform, four reference frames were defined:

• The fixed base frame {F}, which is located at the center of the base platform’s bottom surface, serves as the
mounting reference for the support structure.

• The mobile frame {M}, which is located at the center of the top platform’s upper platform, provides a reference
for payload mounting.

• The Point of Interest frame {A}, fixed to the base but positioned at the workspace center.

• Themoving Point of Interest frame {B}, attached to themobile platform coincides with frame {A} in the home
position.

1Different architecture exists, typically referred as “6-SPS” (Spherical, Prismatic, Spherical) or “6-UPS” (Universal, Prismatic, Spherical).
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Frames{F} and{M} serve primarily to define the joint locations. In contrast, frames{A} and{B} are used to describe
the relativemotion of the twoplatforms through the position vectorAPB of frame {B} expressed in frame {A} and the
rotation matrix ARB expressing the orientation of {B}with respect to {A}. For the active platform, frames {A} and
{B} are chosen to be located at the theoretical focus point of the X-ray light which is 150mm above the top platform,
i.e. above {M}.

The location of the joints and the orientation and length of the struts are crucial for subsequent kinematic, static, and
dynamic analyses of the Stewart platform. The center of rotation for the joint fixed to the base is noted ai, while bi
is used for the top platform joints. The struts’ orientations are represented by the unit vectors ŝi and their lengths are
represented by the scalars li. This is summarized in Figure 2.105.

Figure 2.105: Typical defined frames for the Stewart platform and key notations.

2.5.2.2 Kinematic Analysis

Loop Closure The foundation of the kinematic analysis lies in the geometric constraints imposed by each strut,
which can be expressed using loop closure equations. For each strut i (illustrated in Figure 2.106), the loop closure
equation (2.67) can be written.

APB = Aai + li
Aŝi − Bbi︸︷︷︸

ARB
Bbi

for i = 1 to 6 (2.67)

This equation links the pose1 variables AP and ARB , the position vectors describing the known geometry of the base
and the moving platform, ai and bi, and the strut vector liAŝi:

InverseKinematics The inverse kinematic problem involves determining the required strut lengthsL = [l1, l2, . . . , l6]
ᵀ

for a desired platform poseX (i.e. position AP and orientation ARB). This problem can be solved analytically using
the loop closure equations (2.67). The obtained strut lengths are given by (2.68).

li =
√

AP ᵀAP + Bbᵀi
Bbi + Aaᵀ

i
Aai − 2AP ᵀAai + 2AP ᵀ[ARB

Bbi]− 2[ARB
Bbi]

ᵀAai (2.68)

1The pose represents the position and orientation of an object.
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Figure 2.106: Geometrical representation of the loop closure.

If the position and orientation of the platform lie in the feasible workspace, the solution is unique. While configurations
outside this workspace yield complex numbers, this only becomes relevant for large displacements that far exceed the
active platform’s operating range.

ForwardKinematics The forward kinematic problem seeks to determine the platform poseX given a set of strut
lengthsL. Unlike inverse kinematics, this presents a significant challengebecause it requires solving a systemofnonlinear
equations. Although various numerical methods exist for solving this problem, they can be computationally intensive
and may not guarantee convergence to the correct solution.

For the active platform application, where displacements are typically small, an approximate solution based on lineariza-
tion around the operating point provides a practical alternative. This approximation, which is developed in subsequent
sections through the Jacobian matrix analysis, is particularly useful for real-time control applications.

2.5.2.3 The JacobianMatrix

The Jacobianmatrix plays a central role in analyzing the Stewart platform’s behavior, providing a linearmappingbetween
the platform and actuator velocities. While the previously derived kinematic relationships are essential for position
analysis, the Jacobian enables velocity analysis and forms the foundation for both static and dynamic studies.

Jacobian Computation As discussed in Section 2.5.2.2, the strut lengthsL and the platform poseX are related
through a system of nonlinear algebraic equations representing the kinematic constraints imposed by the struts.

By taking the time derivative of the position loop close (2.67), equation (2.69) is obtained1.

Avp +
AṘB

Bbi +
ARB

B ḃi︸︷︷︸
=0

= l̇i
Aŝi + li

A ˙̂si +
Aȧi︸︷︷︸
=0

(2.69)

Moreover, we have:

1Such equation is called the velocity loop closure.
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• AṘB
Bbi =

Aω × ARB
Bbi =

Aω × Abi in which Aω denotes the angular velocity of the moving platform
expressed in the fixed frame {A}.

• li
A ˙̂si = li

(
Aωi × ŝi

)
in which Aωi is the angular velocity of strut i express in fixed frame {A}.

By multiplying both sides by Aŝi, (2.70) is obtained.

Aŝi
Avp +

Aŝi(
Aω × Abi)︸ ︷︷ ︸

=(Abi×Aŝi)Aω

= l̇i +
Aŝili

(
Aωi × Aŝi

)︸ ︷︷ ︸
=0

(2.70)

Equation (2.70) can be rearranged in matrix form to obtain (2.71), with L̇ = [l̇1 . . . l̇6]
ᵀ the vector of strut velocities,

and Ẋ = [Avp,
Aω]ᵀ the vector of platform velocity and angular velocity.

L̇ = JẊ (2.71)

The matrix J is called the Jacobian matrix and is defined by (2.72), with Aŝi the orientation of the struts expressed in
{A} and Abi the position of the joints with respect toOB and express in {A}.

J =



Aŝ1
ᵀ

(Ab1 × Aŝ1)
ᵀ

Aŝ2
ᵀ

(Ab2 × Aŝ2)
ᵀ

Aŝ3
ᵀ

(Ab3 × Aŝ3)
ᵀ

Aŝ4
ᵀ

(Ab4 × Aŝ4)
ᵀ

Aŝ5
ᵀ

(Ab5 × Aŝ5)
ᵀ

Aŝ6
ᵀ

(Ab6 × Aŝ6)
ᵀ

 (2.72)

Therefore, the Jacobian matrix J links the rate of change of the strut length to the velocity and angular velocity of the
top platform with respect to the fixed base through a set of linear equations. However, J needs to be recomputed for
every Stewart platform pose because it depends on the actual pose of the manipulator.

ApproximateSolutiontotheForwardandInverseKinematicProblems For small displacementsδX =
[δx, δy, δz, δθx, δθy, δθz]

ᵀ around an operating pointX 0 (for which the Jacobianwas computed), the associated joint
displacement δL = [δl1, δl2, δl3, δl4, δl5, δl6]

ᵀ can be computed using the Jacobian (2.73).

δL = JδX (2.73)

Similarly, for small joint displacements δL, it is possible to find the induced small displacement of the mobile plat-
form (2.74).

δX = J−1δL (2.74)

These two relations solve the forward and inverse kinematic problems for small displacement in a approximate way.
While this approximation offers limited value for inverse kinematics, which can be solved analytically, it proves particu-
larly useful for the forward kinematic problem where exact analytical solutions are difficult to obtain.
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RangeValidity of theApproximate Inverse Kinematics The accuracy of the Jacobian-based forward kine-
matics solutionwas estimated by a simple analysis. For a series of platformpositions, the exact strut lengths are computed
using the analytical inverse kinematics equation (2.68). These strut lengths are then used with the Jacobian to estimate
the platform pose (2.74), fromwhich the error between the estimated and true poses can be calculated, both in terms of
position εD and orientation εR.

For motion strokes from 1µm to 10mm, the errors are estimated for all direction of motion, and the worst case errors
are shown in Figure 2.107. The results demonstrate that for displacements up to approximately 0.1% of the hexapod’s
size (which corresponds to 100µm as the size of the Stewart platform is here≈ 100mm), the Jacobian approximation
provides excellent accuracy.

Since the maximum required stroke of the active platform (≈ 100µm) is three orders of magnitude smaller than its
overall size (≈ 100mm), the Jacobianmatrix can be considered constant throughout theworkspace. It can be computed
once at the rest position and used for both forward and inverse kinematics with high accuracy.
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Figure 2.107: Errors associated with the use of the Jacobian matrix to solve the forward kinematic problem. A Stewart platform
with a height of 100mmwas used to perform this analysis. εD corresponds to the distance between the true position
and the estimated position. εR corresponds to the angular motion between the true orientation and the estimated
orientation.

Static Forces The static force analysis of the Stewart platform can be performed using the principle of virtual work.
This principle states that for a system in static equilibrium, the total virtual work of all forces acting on the systemmust
be zero for any virtual displacement compatible with the system’s constraints.

Let f = [f1, f2, · · · , f6]ᵀ represent the vector of actuator forces applied in each strut, andF = [F ,n]ᵀ denote the
external wrench (combined force F and torque n) acting on the mobile platform at pointOB . The virtual work δW
consists of two contributions:

• The work performed by the actuator forces through virtual strut displacements δL: fᵀδL

• The work performed by the external wrench through virtual platform displacements δX : −FᵀδX

Thus, the principle of virtual work can be expressed as:

δW = fᵀδL−FᵀδX = 0 (2.75)
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Using the Jacobian relationship that links virtual displacements (2.73), this equation becomes:

(fᵀJ −Fᵀ)δX = 0 (2.76)

Because this equation must hold for any virtual displacement δX , the force mapping relationships (2.77) can be de-
rived.

fᵀJ −Fᵀ = 0 ⇒ F = Jᵀf and f = J−ᵀF (2.77)

These equations establish that the transpose of the Jacobianmatrix maps actuator forces to platform forces and torques,
while its inverse transpose maps platform forces and torques to required actuator forces.

2.5.2.4 Static Analysis

The static stiffness characteristics of the Stewart platform play a crucial role in its performance, particularly for precision
positioning applications. These characteristics are fundamentally determined by both the actuator properties and the
platform geometry.

Starting from the individual actuators, the relationship between applied force fi and resulting displacement δli for each
strut i is characterized by its stiffness ki:

fi = kiδli, i = 1, . . . , 6 (2.78)

These individual relationships can be combined into a matrix form using the diagonal stiffness matrixK:

f = K · δL, K = diag[k1, . . . , k6] (2.79)

By applying the force mapping relationships (2.77) derived in the previous section and the Jacobian relationship for
small displacements (2.74), the relationship between applied wrenchF and resulting platform displacement δX is ob-
tained (2.80).

F = JᵀKJ︸ ︷︷ ︸
K

·δX (2.80)

whereK = JᵀKJ is identified as the platform stiffness matrix.

The inverse relationship is given by the compliance matrixC:

δX = (JᵀKJ)−1︸ ︷︷ ︸
C

F (2.81)

These relationships reveal that the overall platform stiffness and compliance characteristics are determined by two fac-
tors:

• The individual actuator stiffnesses represented byK
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• The geometric configuration embodied in the Jacobian matrix J

This geometric dependency means that the platform’s stiffness varies throughout its workspace, as the Jacobian matrix
changes with the platform’s position and orientation. For the NASS application, where the workspace is small com-
pared to the platform dimensions, these variations can be considered negligible. However, the initial geometric config-
uration significantly affects the overall stiffness characteristics. The relationship between maximum stroke and stiffness
presents another important design consideration. As both parameters are influenced by the geometric configuration,
their optimization involves inherent trade-offs that must be carefully balanced based on the application requirements.
The optimization of this configuration to achieve the desired stiffness while having sufficient stroke will be addressed
during the detailed design phase.

2.5.2.5 Dynamical Analysis

For initial analysis, a simplified representation of the system has been developed. This model assumes perfectly rigid
bodies for both the platform and base, connected bymassless struts through ideal joints that exhibit neither friction nor
compliance.

Under these assumptions, the system dynamics can be expressed in Cartesian space as:

Ms2X = ΣF (2.82)

where M represents the platform mass matrix, X the platform pose, and ΣF the sum of forces acting on the plat-
form.

The primary forces acting on the system are actuator forces f , elastic forces due to strut stiffness −KL and damping
forces in the struts CL̇.

ΣF = Jᵀ(f −KL− sCL), K = diag(k1 . . . k6), C = diag(c1 . . . c6) (2.83)

Combining these forces and using (2.74) yields the complete dynamic equation (2.84).

Ms2X = F − JᵀKJX − JᵀCJsX (2.84)

The transfer function matrix in the Cartesian frame becomes (2.85).

X
F (s) = (Ms2 + JᵀCJs+ JᵀKJ)−1 (2.85)

Through coordinate transformation using the Jacobianmatrix, the dynamics in the actuator space is obtained (2.86).

L
f
(s) = (J−ᵀMJ−1s2 + C +K)−1 (2.86)

Although this simplifiedmodel provides useful insights, real Stewart platforms exhibit more complex behaviors. Several
factors can significantly increase the model complexity, such as:
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• Strut dynamics, including mass distribution and internal resonances [21]

• Joint compliance and friction effects [93, 94]

• Supporting structure dynamics and payload dynamics, which are both very critical for NASS

These additional effects render analytical modeling impractical for complete system analysis.

2.5.2.6 Conclusion

The fundamental characteristics of the Stewart platform have been analyzed in this chapter. Essential kinematic rela-
tionships were developed through loop closure equations, from which both exact and approximate solutions for the
inverse and forward kinematic problems were derived. The Jacobian matrix was established as a central mathematical
tool through which crucial insights into velocity relationships, static force transmission, and dynamic behavior of the
platform were obtained.

For the NASS application, where displacements are typically limited to the micrometer range, the accuracy of linearized
models using a constant Jacobianmatrix has been demonstrated, by which both analysis and control can be significantly
simplified. However, additional complexities such as strutmasses, joint compliance, and supporting structure dynamics
must be considered in the full dynamic behavior. Thiswill be performed in the next sectionusing amulti-bodymodel.

All these characteristics (maneuverability, stiffness, dynamics, etc.) are fundamentally determined by the platform’s
geometry. While a reasonable geometric configuration will be used to validate the NASS during the conceptual phase,
the optimization of these geometric parameters will be explored during the detailed design phase.

2.5.3 Multi-BodyModel of Stewart Platforms

The dynamicmodeling of Stewart platforms has traditionally relied on analytical approaches. However, these analytical
models become increasingly complex when the dynamical behaviors of struts and joints must be captured. To overcome
these limitations, a flexible multi-body approach was developed that can be readily integrated into the broader NASS
model. Through this multi-bodymodeling approach, each component model (including joints, actuators, and sensors)
can be progressively refined.

The analysis is structured as follows. First, the multi-body model is developed, and the geometric parameters, inertial
properties, and actuator characteristics are established (Section 2.5.3.1). The model is then validated through com-
parison with the analytical equations in a simplified configuration (Section 2.5.3.2). Finally, the validated model is
employed to analyze the active platform dynamics, from which insights for the control system design are derived (Sec-
tion 2.5.3.3).

2.5.3.1 Model Definition

Geometry The Stewart platform’s geometry is defined by two principal coordinate frames (Figure 2.108): a fixed
base frame {F} and a moving platform frame {M}. The joints connecting the actuators to these frames are located at
positions Fai and Mbi respectively. The PoI, denoted by frame {A}, is situated 150mm above the moving platform
frame {M}.
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The geometric parameters of the active platform are summarized in Table 2.13. These parameters define the positions
of all connection points in their respective coordinate frames. From these parameters, key kinematic properties can be
derived: the strut orientations ŝi, strut lengths li, and the system’s Jacobian matrix J .

Figure 2.108: Geometrical parameters of the Stewart platform.

x y z

MOB 0 0 150
FOM 0 0 95
Fa1 −92 −77 20
Fa2 92 −77 20
Fa3 113 −41 20
Fa4 21 118 20
Fa5 −21 118 20
Fa6 −113 −41 20
Mb1 −28 −106 −20
Mb2 28 −106 −20
Mb3 106 28 −20
Mb4 78 78 −20
Mb5 −78 78 −20
Mb6 −106 28 −20

Table 2.13: Parameter values in [mm]

Inertia of Plates The fixed base andmoving platformweremodeled as solid cylindrical bodies. The base platform
was characterized by a radius of 120mmand thickness of 15mm,matching the dimensions of the positioning hexapod’s
top platform. The moving platform was similarly modeled with a radius of 110mm and thickness of 15mm. Both
platforms were assigned a mass of 5 kg.

Joints The platform’s joints play a crucial role in its dynamic behavior. At both the upper and lower connection
points, various degrees of freedom can be modeled, including universal joints, spherical joints, and configurations with
additional axial and lateral stiffness components. For each DoF, stiffness characteristics can be incorporated into the
model.

In the conceptual design phase, a simplified joint configuration is employed: the bottom joints are modeled as two-
degree-of-freedomuniversal joints, while the top joints are represented as three-degree-of-freedomspherical joints. These
joints are considered massless and exhibit no stiffness along their degrees of freedom.

Actuators The actuator model comprises several key elements (Figure 2.109). At its core, each actuator is modeled
as a prismatic joint with internal stiffness ka and damping ca, driven by a force source f . Similarly to what was found
using the rotating 3-DoFs model, a parallel stiffness kp is added in parallel with the force sensor to ensure stability when
considering spindle rotation effects.

Each actuator is equippedwith two sensors: a force sensor providingmeasurements fn and a relativemotion sensor that
measures the strut length li. The actuator parameters used in the conceptual phase are listed in Table 2.14.

This modular approach to actuator modeling allows for future refinements as the design evolves, enabling the incorpo-
ration of additional dynamic effects or sensor characteristics as needed.
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Bottom Joint

Top Joint

Figure 2.109:Model of the active platform actuators.

Value

ka 1N/µm
ca 50Ns/m
kp 0.05N/µm

Table 2.14: Actuator parameters

2.5.3.2 Validation of theMulti-bodyModel

The developed multi-body model of the Stewart platform is represented schematically in Figure 2.110, highlighting the
key inputs and outputs: actuator forces f , force sensor measurements fn, and relative displacement measurementsL.
The frames {F} and {M} serve as interfaces for integration with other elements in the multi-body system. A three-
dimensional visualization of the model is presented in Figure 2.111.

Figure 2.110: Active platformplantwith inputs andoutputs. Frames{F} and
{M} can be connected to other elements in the model.

Figure 2.111: 3D representation of the
multi-body model.

The validation of the multi-body model was performed using the simplest Stewart platform configuration, enabling di-
rect comparisonwith the analytical transfer functions derived in Section 2.5.2.5. This configuration consists of massless
universal joints at the base, massless spherical joints at the top platform, andmassless struts with stiffness ka = 1N/µm
and damping ca = 10N/(m/s). The geometric parameters remain as specified in Table 2.14.

While the moving platform itself is considered massless, a 10 kg cylindrical payload is mounted on top with a radius of
r = 110mm and a height h = 300mm.

For the analytical model, the stiffness, damping, and mass matrices are defined in (2.87).

K = diag(ka, ka, ka, ka, ka, ka) (2.87a)
C = diag(ca, ca, ca, ca, ca, ca) (2.87b)

M = diag
(
m, m, m,

1

12
m(3r2 + h2),

1

12
m(3r2 + h2),

1

2
mr2

)
(2.87c)

The transfer functions from the actuator forces to the strut displacements are computed using these matrices according
to equation (2.86). These analytical transfer functions are then compared with those extracted from the multi-body
model. The developed multi-body model yields a state-space representation with 12 states, corresponding to the six
DoFs of the moving platform.
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Figure 2.112 presents a comparison between the analytical and multi-body transfer functions, specifically showing the
response from the first actuator force to all six strut displacements. The close agreement between both approaches across
the frequency spectrum validates the multi-body model’s accuracy in capturing the system’s dynamic behavior.
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Figure 2.112: Comparison of the analytical transfer functions and the multi-body model.

2.5.3.3 Active PlatformDynamics

Following the validation of the multi-body model, a detailed analysis of the active platform dynamics was performed.
Themodel parameters were set according to the specifications outlined in Section 2.5.3.1, with a payloadmass of 10 kg.
The transfer functions from actuator forces f to both strut displacementsL and force measurements fn were derived
from the multi-body model.

The transfer functions relating actuator forces to strut displacements are presented in Figure 2.113a. Due to the sys-
tem’s symmetrical design and identical strut configurations, all diagonal terms (transfer functions from force fi to dis-
placement li of the same strut) exhibit identical behavior. While the system has six DoFs, only four distinct resonance
frequencies were observed in the FRFs. This reduction from six to four observable modes is attributed to the system’s
symmetry, where two pairs of resonances occur at identical frequencies.

The system’s behavior can be characterized in three frequency regions. At low frequencies, well below the first res-
onance, the plant demonstrates good decoupling between actuators, with the response dominated by the strut stiff-
ness: G(jω) −−−→

ω→0
K−1. In the mid-frequency range, the system exhibits coupled dynamics through its resonant

modes, reflecting the complex interactions between the platform’s degrees of freedom. At high-frequencies, above the
highest resonance, the response is governed by the payload’s inertia mapped to the strut coordinates: G(jω) −−−−→

ω→∞
JM−ᵀJᵀ−1

ω2

The force sensor transfer functions, shown in Figure 2.113b, display characteristics typical of collocated actuator-sensor
pairs. Each actuator’s transfer function to its associated force sensor exhibits alternating complex conjugate poles and
zeros. The inclusion of parallel stiffness introduces an additional complex conjugate zero at low frequency, which was
previously observed in the three-degree-of-freedom rotating model.
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Figure 2.113: Bode plot of the transfer functions computed using the multi-body model.

2.5.3.4 Conclusion

The multi-body modeling approach presented in this section provides a comprehensive framework for analyzing the
dynamics of the active platform system. Through comparisonwith analytical solutions in a simplified configuration, the
model’s accuracy has been validated, demonstrating its ability to capture the essential dynamic behavior of the Stewart
platform.

Akey advantage of thismodeling approach lies in its flexibility for future refinements. While the current implementation
employs idealized joints for the conceptual designphase, the framework readily accommodates the incorporationof joint
stiffness and other non-ideal effects. The joint stiffness, which is known to impact the performance of decentralized IFF
control strategy [113], will be studied and optimized during the detailed design phase. The validated multi-body model
will serve as a valuable tool for predicting system behavior and evaluating control performance throughout the design
process.

2.5.4 Control of Stewart Platforms

The control of Stewart platforms presents distinct challenges compared to the uniaxial model due to their multi-input
multi-output nature. Although the uniaxial model demonstrated the effectiveness of the HAC-LAC strategy, its exten-
sion to Stewart platforms requires careful considerations discussed in this section.

First, the distinction between centralized and decentralized control approaches is discussed in Section 2.5.4.1. The im-
pact of the control space selection - either Cartesian or strut space - is then analyzed in Section 2.5.4.2, highlighting the
trade-offs between direction-specific tuning and implementation simplicity.

Building on these analyses, a decentralized active damping strategy using Integral Force Feedback is developed in Sec-
tion 2.5.4.3, followed by the implementation of a centralizedHighAuthorityControl for positioning in Section 2.5.4.4.
This architecture, while simple, will be used to demonstrate the feasibility of theNASS concept andwill provide a foun-
dation for more sophisticated control strategies to be developed during the detailed design phase.
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2.5.4.1 Centralized andDecentralized Control

In the control of MIMO systems, and more specifically of Stewart platforms, a fundamental architectural decision lies
in the choice between centralized and decentralized control strategies.

In decentralized control, each actuator operates based on feedback from its associated sensor only, creating independent
control loops, as illustrated in Figure 2.114. While mechanical coupling between the struts exists, control decisions
are made locally, with each controller processing information from a single sensor-actuator pair. This approach offers
simplicity in implementation and reduces computational requirements.

Conversely, centralized control uses information from all sensors to determine the control action of each actuator. This
strategy potentially enables better performance by explicitly accounting for the mechanical coupling between the struts,
though at the cost of increased complexity in both design and implementation.

The choice between these approaches depends significantly on the degree of interaction between the different control
channels, and also on the available sensors and actuators. For instance, when using external metrology systems that
measure the platform’s global position, centralized control becomesnecessary because each sensormeasurement depends
on all actuator inputs.

In the context of the active platform, two distinct control strategies were examined during the conceptual phase:

• Decentralized Integral Force Feedback (IFF), which uses collocated force sensors to implement independent con-
trol loops for each strut (Section 2.5.4.3)

• High Authority Control (HAC), which employs a centralized approach to achieve precise positioning based on
external metrology measurements (Section 2.5.4.4)

Figure 2.114: Decentralized control strategy using the encoders. The two controllers for the struts on the back are not shown.

2.5.4.2 Choice of the Control Space

When controlling a Stewart platform using external metrology that measures the pose of frame {B} with respect to
{A}, denoted asX , the control architecture can be implemented in either Cartesian or strut space. This choice affects
both the control design and the obtained performance.

Control in the Strut space In this approach, as illustrated in Figure 2.115a, the control is performed in the
space of the struts. The Jacobian matrix is used to solve the inverse kinematics in real-time by mapping position errors
fromCartesian space εX to strut space εL. A diagonal controller then processes these strut-space errors to generate force
commands for each actuator.
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Themain advantage of this approach emerges from the plant characteristics in the strut space, as shown in Figure 2.116a.
The diagonal terms of the plant (transfer functions from force to displacement of the same strut, as measured by the
external metrology) are identical due to the system’s symmetry. This simplifies the control design because only one
controller needs to be tuned. Furthermore, at low frequencies, the plant exhibits good decoupling between the struts,
allowing for effective independent control of each axis.

Plant
K1 0

. . .
0 K6

J+
−

XϵX ϵL frX

(a) Control in the frame of the struts. J is used to project errors in the frame of the struts

PlantJ−⊺

KDx 0
. . .

0 KRz

+
−

XϵX F frX

(b) Control in the Cartesian frame. J−ᵀ is used to project forces and torques on each strut

Figure 2.115: Two control strategies using the Jacobian matrix.

Control inCartesian Space Alternatively, control can be implemented directly in Cartesian space, as illustrated
in Figure 2.115b. Here, the controller processes Cartesian errors εX to generate forces and torquesF , which are then
mapped to actuator forces using the transpose of the inverse Jacobian matrix (2.77).

The plant behavior in Cartesian space, illustrated in Figure 2.116b, reveals interesting characteristics. Some DoFs, par-
ticularly the vertical translation and rotation about the vertical axis, exhibit simpler second-order dynamics. A key ad-
vantage of this approach is that the control performance can be tuned individually for each direction. This is particularly
valuable when performance requirements differ between directions - for instance, when higher positioning accuracy is
required vertically than horizontally, or when certain rotational DoFs can tolerate larger errors than others.

However, significant coupling exists between certainDoFs, particularly between rotations and translations (e.g., εRx
/Fy

or εDy
/

Mx).

For the conceptual validation of theNASS, control in the strut space was selected due to its simpler implementation and
the beneficial decoupling properties observed at low frequencies. More sophisticated control strategies will be explored
during the detailed design phase.

2.5.4.3 Active Dampingwith Decentralized IFF

The decentralized Integral Force Feedback (IFF) control strategy is implemented using independent control loops for
each strut, similarly to what is shown in Figure 2.114, but using force sensors instead of relative motion sensors.
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(a) Plant in the frame of the struts
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(b) Plant in the Cartesian Frame

Figure 2.116: Bode plots of plants corresponding to the two control strategies shown in Figure 2.115.

The corresponding block diagram of the control loop is shown in Figure 2.117, in which the controllerKIFF(s) is a
diagonal matrix, where each diagonal element is a pure integrator (2.88).

Damped Plant

Plant

KIFF

+
fn

f

L

f ′

Figure 2.117: Schematic of the implemented decentralized IFF controller. The damped plant has input f ′.

KIFF(s) = g ·

KIFF(s) 0
. . .

0 KIFF(s)

, KIFF(s) =
1

s
(2.88)

In this section, the stiffness in parallel with the force sensor was omitted since the Stewart platform is not subjected to
rotation. The effect of this parallel stiffness is examined in the next section when the platform is integrated into the
complete NASS.

Root locus analysis, shown in Figure 2.118b, reveals the evolution of the closed-loop poles as the controller gain g varies
from 0 to∞. A key characteristic of force feedback control with collocated sensor-actuator pairs is observed: all closed-
loop poles are bounded to the left-half plane, indicating guaranteed stability [110]. This property is particularly valuable
because the coupling is very large around resonance frequencies, enabling control of modes that would be difficult to
include within the bandwidth using position feedback alone.

The bode plot of an individual loop gain (i.e. the loop gain ofKIFF(s) · fni

fi
(s)), presented in Figure 2.118a, exhibits

the typical characteristics of integral force feedback of having a phase bounded between−90◦ and 90◦. The loop-gain is



2.5 Active Platform -Multi BodyModel 124

high around the resonance frequencies, indicating that the decentralized IFF provides significant control authority over
these modes. This high gain, combined with the bounded phase, enables effective damping of the resonantmodes while
maintaining stability.
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Figure 2.118: Decentralized IFF. Loop Gain for an individual controller (a) and root locus (b). Black crosses are indicating the
closed-loop poles for the chosen controller gain.

2.5.4.4 High Authority Control / LowAuthority Control

The design of the High Authority Control positioning loop is now examined. The complete HAC-IFF control archi-
tecture is illustrated in Figure 2.119, where the reference signal rX represents the desired pose, andX is the measured
pose by the external metrology system.

Following the analysis from Section 2.5.4.2, the control is implemented in the strut space. The Jacobian matrix J−1

performs (approximate) real-time approximate inverse kinematics to map position errors from Cartesian space εX to
strut space εL. A diagonal High Authority ControllerKHAC then processes these errors in the frame of the struts.

Damped Plant

Plant

KIFF

+KHACJ+
−

fn

f

X

f ′ϵX ϵLrX

Figure 2.119:HAC-IFF control architecture with the High Authority Controller being implemented in the frame of the struts.

The effect of decentralized IFF on the plant dynamics can be observed by comparing two sets of transfer functions.
Figure 2.120a shows the original transfer functions from actuator forces f to strut errors εL, which are characterized by
pronounced resonant peaks. When the decentralized IFF is implemented, the transfer functions from modified inputs
f ′ to strut errors εL exhibit significantly attenuated resonances (Figure 2.120b). This damping of structural resonances
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serves two purposes: it reduces vibrations near resonances and simplifies the design of the high authority controller by
providing simpler plant dynamics.
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(a) Undamped plant in the frame of the struts
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(b) Damped plant with Decentralized IFF

Figure 2.120: Plant in the frame of the strut for the High Authority Controller.

Based upon the damped plant dynamics shown in Figure 2.120b, a high authority controller was designed with the
structure given in (2.89). The controller combines three elements: an integrator providing high gain at low frequencies,
a lead compensator improving stability margins, and a low-pass filter for robustness against unmodeled high-frequency
dynamics. The loop gain of an individual control channel is shown in Figure 2.121a.

KHAC(s) =

KHAC(s) 0
. . .

0 KHAC(s)

, KHAC(s) = g0 ·
ωc

s︸︷︷︸
int

· 1√
α

1 + s
ωc/

√
α

1 + s
ωc

√
α︸ ︷︷ ︸

lead

· 1

1 + s
ω0︸ ︷︷ ︸

LPF

(2.89)

The stability of the MIMO feedback loop is analyzed through the characteristic loci method. Such characteristic loci
represent the eigenvalues of the loop gain matrixG(jω)K(jω) plotted in the complex plane as the frequency varies
from 0 to∞. For MIMO systems, this method generalizes the classical Nyquist stability criterion: with the open-loop
system being stable, the closed-loop system is stable if none of the characteristic loci encircle the -1 point [130]. As
shown in Figure 2.121b, all loci remain to the right of the−1 point, validating the stability of the closed-loop system.
Additionally, the distance of the loci from the −1 point provides information about stability margins of the coupled
system.

2.5.4.5 Conclusion

The control architecture developed for the uniaxial and the rotating models was adapted for the Stewart platform.

Two fundamental choices were first addressed: the selection between centralized and decentralized approaches and the
choice of control space. While control inCartesian space enables direction-specific performance tuning, implementation
in strut spacewas selected for the conceptual designphase due to twokey advantages: gooddecoupling at low frequencies
and identical diagonal terms in the plant transfer functions, allowing a single controller design to be replicated across all
struts.
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Figure 2.121: DecentralizedHAC-IFF. Loop gain (a) is used for the design of the controller and to estimate the disturbance rejection
level. Characteristic Loci (b) is used to verify the stability and robustness of the feedback loop.

The HAC-LAC strategy was then implemented. The inner loop implements decentralized Integral Force Feedback for
active damping. The collocated nature of the force sensors ensures stability despite strong coupling between struts at
resonance frequencies, enabling effective damping of structural modes. The outer loop implements High Authority
Control, enabling precise positioning of the mobile platform.

Conclusion

After evaluating various architectures, the Stewart platform was selected for the active platform. The parallel kinematic
structure offers superior dynamical characteristics, and its compact design satisfies the strict space constraints of the
NASS. The extensive literature on Stewart platforms, including kinematic analysis, dynamicmodeling and control, pro-
vides a robust theoretical foundation for this choice.

A configurablemulti-bodymodel of the Stewart platformwas developed and validated against analytical equations. The
modular nature of the model allows for progressive refinement of individual components (plates, joints and actuators)
andgeometry,making it a valuable tool throughout thedevelopmentprocess. The validatedmodelwill be integrated into
the broader multi-body representation of the micro-station, enabling comprehensive analysis of the complete NASS.

The use of this model extends beyond the current conceptual phase. It will serve as a crucial tool during the detailed
design phase, where it will be used to optimize the design and guide the development of sophisticated control strategies.
Furthermore, during the experimental phase, it will provide a theoretical framework for comparing and understanding
measured dynamics.

The control aspects of the Stewart platformwere addressedwith particular attention to the challenges posed by itsmulti-
input multi-output nature. Although the coupled dynamics of the system suggest the potential benefit of advanced
control strategies, a simplified architecture was proposed for the validation of the NASS concept. This approach com-
bines decentralized Integral Force Feedback for active damping with High Authority Control for positioning, which
was implemented in the strut space to leverage the natural decoupling observed at low frequencies.

This study establishes the theoretical frameworknecessary for the subsequentdevelopment andvalidationof theNASS.
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2.6 Validation of the NASS Concept

The previous chapters have established crucial foundational elements for the development of theNanoActive Stabiliza-
tion System (NASS). The uniaxial model study demonstrated that very stiff active platform configurations should be
avoided due to their high couplingwith themicro-station dynamics. A rotating three-degree-of-freedommodel revealed
that soft active platform designs prove unsuitable due to gyroscopic effect induced by the spindle rotation. To further
improve the model accuracy, a multi-body model of the micro-station was developed, which was carefully tuned using
experimental modal analysis. Furthermore, a multi-body model of the active platform was created, that can then be
seamlessly integrated with the micro-station model, as illustrated in Figure 2.122.

Figure 2.122: 3D view of the NASS multi-body model.

Building upon these foundations, this chapter presents the validation of the NASS concept. The investigation begins
with thepreviously established active platformmodelwith actuator stiffnesska = 1N/µm. A thorough examinationof
the control kinematics is presented in Section 2.6.1, detailing how both external metrology and active platform internal
sensors are used in the control architecture. The control strategy is then implemented in two steps: first, the decentralized
IFF is used for active damping (Section 2.6.2), then aHighAuthorityControl is develop to stabilize the sample’s position
in a large bandwidth (Section 2.6.3).

The robustness of the proposed control schemewas evaluatedunder various operational conditions. Particular attention
was paid to system performance under changing payload masses and varying spindle rotational velocities.

This chapter concludes the conceptual design phase, with the simulation of tomography experiments providing strong
evidence for the viability of the proposed NASS architecture.

2.6.1 Control Kinematics

Figure 2.123 presents a schematic overview of the NASS. This section focuses on the components of the “Instrumenta-
tion and Real-Time Control” block.

As established in the previous section on Stewart platforms, the proposed control strategy combines Decentralized In-
tegral Force Feedback with a High Authority Controller performed in the frame of the struts.

For theNano Active Stabilization System, computing the positioning errors in the frame of the struts involves three key
steps. First, desired sample pose with respect to a fixed reference frame is computed using the micro-station kinematics
as detailed in Section 2.6.1.1. This fixed frame is located at the X-ray beam focal point, as it is where the PoI needs to be
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Figure 2.123: Schematic of the Nano Active Stabilization System.

positioned. Second, itmeasures the actual sample pose relative to the samefix frame, described in Section 2.6.1.2. Finally,
it determines the sample pose error andmaps these errors to the active platform struts, as explained in Section 2.6.1.3.

The complete control architecture is described in Section 2.6.1.4.

2.6.1.1 Micro Station Kinematics

The micro-station kinematics enables the computation of the desired sample pose from the reference signals of each
micro-station stage. These reference signals consist of the desired lateral position rDy

, tilt angle rRy
, and spindle angle

rRz
. The hexapod pose is defined by six parameters: three translations (rDµx

, rDµy
, rDµz

) and three rotations (rθµx
,

rθµy
, rθµz

).

Using these reference signals, the desired sample position relative to the fixed frame is expressed through the homoge-
neous transformation matrix Tµ-station, as defined in equation (2.90).

Tµ-station = TDy
· TRy

· TRz
· Thexapod (2.90)

TDy =


1 0 0 0
0 1 0 rDy

0 0 1 0
0 0 0 1

 Thexapod =


rDµx

Rx(rθµx
)Ry(rθµy

)Rz(rθµz
) rDµy

rDµz

0 0 0 1



TRz
=


cos(rRz

) − sin(rRz
) 0 0

sin(rRz ) cos(rRz ) 0 0
0 0 1 0
0 0 0 1

 TRy
=


cos(rRy

) 0 sin(rRy
) 0

0 1 0 0
− sin(rRy ) 0 cos(rRy ) 0

0 0 0 1


(2.91)

2.6.1.2 Computation of the Sample’s Pose Error

The external metrology systemmeasures the sample position relative to the fixed granite. Due to the system’s symmetry,
this metrology provides measurements for five DoFs: three translations (Dx,Dy ,Dz) and two rotations (Rx,Ry).
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The sixth DoF (Rz) is still required to compute the errors in the frame of the active platform struts (i.e. to compute the
active platform inverse kinematics). ThisRz rotation is estimatedby combiningmeasurements from the spindle encoder
and the active platform’s internal metrology. The active platform’s metrology consists of relative motion sensors in each
strut, such that theRz rotation of the active platform can be estimated by solving the forward kinematics (2.74). Note
that the positioning hexapod is not used forRz rotation, and is therefore ignored forRz estimation.

Themeasured samplepose is representedby thehomogeneous transformationmatrixTsample, as shown in equation (2.92).

Tsample =


Dx

Rx(Rx)Ry(Ry)Rz(Rz) Dy

Dz

0 0 0 1

 (2.92)

2.6.1.3 Position Error in the Frame of the Struts

The homogeneous transformation formalism enables straightforward computation of the sample position error. This
computation involves the previously computed homogeneous 4 × 4matrices: Tµ-station representing the desired pose,
and Tsample representing the measured pose. Their combination yields Terror, which expresses the position error of the
sample in the frame of the rotating active platform, as shown in equation (2.93).

Terror = T−1
µ-station · Tsample (2.93)

The known structure of the homogeneous transformation matrix facilitates efficient real-time inverse computation.
From Terror, the position and orientation errors εX = [εDx

, εDy
, εDz

, εRx
, εRy

, εRz
] of the sample are extracted

using equation (2.94):

εDx
= Terror(1, 4)

εDy
= Terror(2, 4)

εDz
= Terror(3, 4)

εRy = atan2(Terror(1, 3),
√

Terror(1, 1)2 + Terror(1, 2)2)

εRx
= atan2(−Terror(2, 3)/ cos(εRy

),Terror(3, 3)/ cos(εRy
))

εRz
= atan2(−Terror(1, 2)/ cos(εRy

),Terror(1, 1)/ cos(εRy
))

(2.94)

Finally, these errors are mapped to the strut space using the active platform Jacobian matrix (2.95).

εL = J · εX (2.95)

2.6.1.4 Control Architecture - Summary

The complete control architecture is summarized in Figure 2.124. The sample pose ismeasured using externalmetrology
for fiveDoFs, while the sixthDoF (Rz) is estimated by combiningmeasurements from the active platform encoders and
spindle encoder.
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The sample reference pose is determined by the reference signals of the translation stage, tilt stage, spindle, and position-
ing hexapod. The position error computation follows a two-step process: first, homogeneous transformation matrices
are used to determine the error in the active platform frame. Then, the JacobianmatrixJ maps these errors to individual
strut coordinates.

For control purposes, force sensors mounted on each strut are used in a decentralized manner for active damping, as
detailed in Section 2.6.2. Then, the high authority controller uses the computed errors in the frame of the struts to
provides real-time stabilization of the sample position (Section 2.6.3).

Plant
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Metrology

Active
Platform

Micro
Station

J−1
Rz

Compute
Reference
Position

Compute
Error

Position

Compute
Sample
Position

J

+

rDy

rRy

rRz

[Dx, Dy, Dz, Rx, Ry]

Rz

yX

L

rX ϵX ϵL

fn

KIFF

+KHAC
f ′ f

Figure 2.124: Control architecture for theNASS. Physical systems are shown in blue, control kinematics elements in red, decentral-
ized Integral Force Feedback controller in yellow, and centralized high authority controller in green.

2.6.2 Decentralized Active Damping

Building on the uniaxial model study, this section implements decentralized Integral Force Feedback (IFF) as the first
component of the HAC-LAC strategy. The springs in parallel to the force sensors were used to guarantee the control
robustness, as observed with the 3-DoFs rotating model. The objective here is to design a decentralized IFF controller
that provides good damping of the active platformmodes across payload masses ranging from 1 to 50 kg and rotational
velocity up to 360 deg/s. The payloads used for validation have a cylindrical shape with 250mmheight and withmasses
of 1 kg, 25 kg, and 50 kg.

2.6.2.1 IFF Plant

Transfer functions from actuator forces fi to force sensormeasurements fmi are computed using themulti-bodymodel.
Figure 2.125 examines how parallel stiffness affects plant dynamics, with identification performed at maximum spindle
velocityΩz = 360 deg/s and with a payload mass of 25 kg.

Without parallel stiffness (Figure 2.125a), the plant dynamics exhibits non-minimumphase zeros at low frequency, con-
firming predictions from the three-degree-of-freedom rotating model. Adding parallel stiffness (Figure 2.125b) trans-
forms these intominimumphase complex conjugate zeros, enabling unconditionally stable decentralized IFF implemen-
tation.
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Although both cases show significant coupling around the resonances, stability is guaranteed by the collocated arrange-
ment of the actuators and sensors [110].
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(a) without parallel stiffness
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(b) with parallel stiffness

Figure 2.125: Effect of stiffness in parallel with the force sensor on the IFF plant with Ωz = 360 deg/s and a payload mass of
25 kg. The dynamics without parallel stiffness has non-minimumphase zeros at low frequency (a). The added parallel
stiffness transforms the non-minimum phase zeros into complex conjugate zeros (b).

The effect of rotation, as shown in Figure 2.126a, is negligible as the actuator stiffness (ka = 1N/µm) is large compared
to the negative stiffness induced by gyroscopic effects (estimated from the 3-DoFs rotating model).

Figure 2.126b illustrate the effect of payload mass on the plant dynamics. The poles and zeros shift in frequency as the
payloadmass varies. However, their alternating pattern is preserved, which ensures the phase remains bounded between
0 and 180 degrees, thus maintaining good robustness.
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(a) Effect of Spindle rotation
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(b) Effect of payload mass

Figure 2.126: Effect of the Spindle’s rotational velocity on the IFF plant (a) and effect of the payload’s mass on the IFF plant (b).
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2.6.2.2 Controller Design

The previous analysis using the 3-DoFs rotating model showed that decentralized Integral Force Feedback (IFF) with
pure integrators is unstable due to the gyroscopic effects caused by spindle rotation. This finding was also confirmed
with the multi-body model of the NASS: the system was unstable when using pure integrators and without parallel
stiffness.

This instability can be mitigated by introducing sufficient stiffness in parallel with the force sensors. However, as illus-
trated in Figure 2.125b, adding parallel stiffness increases the low frequency gain. Using pure integrators would result
in high loop gain at low frequencies, adversely affecting the damped plant dynamics, which is undesirable. To resolve
this issue, a second-order high-pass filter is introduced to limit the low frequency gain, as shown in Equation (2.96).

KIFF(s) = g ·

KIFF(s) 0
. . .

0 KIFF(s)

, KIFF(s) =
1

s
·

s2

ω2
z

s2

ω2
z
+ 2ξz

s
ωz

+ 1
(2.96)

The cut-off frequency of the second-order high-pass filter was tuned to be below the frequency of the complex conjugate
zero for the highest mass, which is at 5Hz. The overall gain was then increased to obtain a large loop gain around the
resonances to be damped, as illustrated in Figure 2.127.
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Figure 2.127: Loop gain for the decentralized IFF:KIFF(s) · fmi
fi

(s).

To verify stability, the root loci for the three payload configurations were computed, as shown in Figure 2.128. The
results demonstrate that the closed-loop poles remain within the left-half plane, indicating the robustness of the applied
decentralized IFF.

2.6.3 Centralized Active Vibration Control

The implementation of high-bandwidth position control for the active platform presents several technical challenges.
The plant dynamics exhibits complex behavior influenced bymultiple factors, including payloadmass, rotational veloc-
ity, and the mechanical coupling between the active platform and the micro-station. This section presents the develop-
ment and validation of a centralized control strategy designed to achieve precise sample positioning during high-speed
tomography experiments.
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Figure 2.128: Root loci for decentralized IFF for three payload masses. The closed-loop poles are shown by the black crosses.

First, a comprehensive analysis of the plant dynamics is presented in Section 2.6.3.1, examining the effects of spindle
rotation, payload mass variation, and the implementation of Integral Force Feedback (IFF). Section 2.6.3.2 validates
previous modeling predictions that both overly stiff and compliant active platform configurations lead to degraded per-
formance. Building upon these findings, Section 2.6.3.3 presents the design of a robust high-authority controller that
maintains stability across varying payload masses while achieving the desired control bandwidth.

The performance of the developed control strategy was validated through simulations of tomography experiments in
Section 2.6.3.4. These simulations included realistic disturbance sources and were used to evaluate the system perfor-
mance against the stringent positioning requirements imposed by future beamline specifications. Particular attention
was paid to the system’s behavior undermaximum rotational velocity conditions and its ability to accommodate varying
payload masses, demonstrating the practical viability of the proposed control approach.

2.6.3.1 HAC Plant

The plant dynamics from force inputs f to the strut errors εL were first extracted from the multi-body model without
the implementation of the decentralized IFF. The influence of spindle rotation on plant dynamics was investigated,
and the results are presented in Figure 2.129a. While rotational motion introduces coupling effects at low frequencies,
these effects remain minimal at operational velocities, owing to the high stiffness characteristics of the active platform
assembly.

Payload mass emerged as a significant parameter affecting system behavior, as illustrated in Figure 2.129b. As expected,
increasing the payload mass decreased the resonance frequencies while amplifying coupling at low frequency. These
mass-dependent dynamic changes present considerable challenges for control system design, particularly for configura-
tions with high payload masses.

Additional operational parameters were systematically evaluated, including theRy tilt angle,Rz spindle position, and
positioning hexapod position. These factors were found to exert negligible influence on the plant dynamics, which
can be attributed to the effective mechanical decoupling achieved between the plant and micro-station dynamics. This
decoupling characteristic ensures consistent performance across various operational configurations. This also validates
the developed control strategy.

TheDecentralized Integral Force Feedbackwas implemented in themulti-bodymodel, and transfer functions from force
inputs f ′ of the damped plant to the strut errors εL were extracted from this model.
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(b) Effect of payload’s mass

Figure 2.129: Effect of the Spindle’s rotational velocity on the positioning plant (a) and effect of the payload’s mass on the position-
ing plant (b).

The effectiveness of the IFF implementation was first evaluated with a 1 kg payload, as demonstrated in Figure 2.130a.
The results indicate successful damping of the active platform resonance modes, although a minor increase in low-
frequency coupling was observed. This trade-off was considered acceptable, given the overall improvement in system
behavior.

The benefits of IFF implementationwere further assessed across the full range of payload configurations, and the results
are presented in Figure 2.130b. For all tested payloads (1 kg, 25 kg and 50 kg), the decentralized IFF significantly damped
the active platformmodes and therefore simplified the system dynamics. More importantly, in the vicinity of the desired
high authority control bandwidth (i.e. between 10Hz and 50Hz), the damped dynamics (shown in red) exhibitedmin-
imal gain and phase variations with frequency. For the undamped plants (shown in blue), achieving robust control with
bandwidth above 10Hz while maintaining stability across different payload masses would be practically impossible.

The coupling between the active platform and the micro-station was evaluated through a comparative analysis of plant
dynamics under two mounting conditions. In the first configuration, the active platform was mounted on an ideally
rigid support, while in the second configuration, it was installed on the micro-station with finite compliance.

As illustrated in Figure 2.131, the complex dynamics of the micro-station were found to have little impact on the plant
dynamics. The only observable difference manifests as additional alternating poles and zeros above 100Hz, a frequency
range sufficiently beyond the control bandwidth to avoid interferencewith the systemperformance. This result confirms
effective dynamic decoupling between the active platform and the supporting micro-station structure.

2.6.3.2 Effect of Active Platform Stiffness on SystemDynamics

The influence of active platform stiffness was investigated to validate earlier findings from simplified uniaxial and three-
degree-of-freedom (3-DoFs) models. These models suggest that a moderate stiffness of approximately 1N/µm would
provide better performance than either very stiff or very soft configurations.

For the stiff active platform analysis, a system with an actuator stiffness of 100N/µm was simulated with a 25 kg pay-
load. The transfer function from f to εL was evaluated under two conditions: mounting on an infinitely rigid base
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(b) Effect of IFF on the set of plants to control

Figure 2.130: Effect of decentralized Integral Force Feedback on the positioning plant for a 1 kg sample mass (a). Direct terms are
shown by solid lines while coupling terms are shown by shaded lines. The direct terms of the positioning plants for
all considered payloads are shown in (b).
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Figure 2.131: Effect of the micro-station limited compliance on the plant dynamics.

and mounting on the micro-station. As shown in Figure 2.132a, significant coupling was observed between the active
platform andmicro-station dynamics. This coupling introduces complex behavior that is difficult to model and predict
accurately, thus corroborating the predictions of the simplified uniaxial model.

The soft active platform configurationwas evaluated using a stiffness of 0.01N/µmwith a 25 kg payload. The dynamic
response was characterized at three rotational velocities: 0, 36, and 360 deg/s. Figure 2.132b demonstrates that rotation
substantially affects system dynamics, manifesting as instability at high rotational velocities, increased coupling due to
gyroscopic effects, and rotation-dependent resonance frequencies. The current approach of controlling the position in
the strut frame is inadequate for soft active platforms; but even shifting control to a framematching the payload’sCenter
of Mass would not overcome the substantial coupling and dynamic variations induced by gyroscopic effects.
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(a) ka = 100N/µm - Coupling with the micro-station
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Figure 2.132: Coupling between a stiff active platform (ka = 100N/µm) and the micro-station (a). Large effect of the spindle
rotational velocity for a soft (ka = 0.01N/µm) active platform (b).

2.6.3.3 Controller Design

A high authority controller was designed to meet two key requirements: stability for all payload masses (i.e. for all the
damped plants of Figure 2.130b), and achievement of sufficient bandwidth (targeted at 10Hz) for high performance op-
eration. The controller structure is defined in Equation (2.97), incorporating an integrator term for low frequency per-
formance, a lead compensator for phasemargin improvement, and a low-pass filter for robustness against high-frequency
modes.

KHAC(s) = g0 ·
ωc

s︸︷︷︸
int

· 1√
α

1 + s
ωc/

√
α

1 + s
ωc

√
α︸ ︷︷ ︸

lead

· 1

1 + s
ω0︸ ︷︷ ︸

LPF

, (ωc = 2π10 rad/s, α = 2, ω0 = 2π80 rad/s) (2.97)

The controller performance was evaluated through two complementary analyses. First, the decentralized loop gain
shown in Figure 2.133a, confirms the achievement of the desired 10Hz bandwidth. Second, the characteristic loci
analysis presented in Figure 2.133b demonstrates robustness for all payload masses, with adequate stability margins
maintained throughout the operating envelope.

2.6.3.4 Tomography Experiment

The Nano Active Stabilization System concept was validated through time-domain simulations of scientific experi-
ments, with a particular focus on tomography scanning because of its demanding performance requirements. Simu-
lations were conducted at the maximum operational rotational velocity of Ωz = 360 deg/s to evaluate system perfor-
mance under the most challenging conditions.

Performance metrics were established based on anticipated future beamline specifications, which specify a beam size of
200 nm (horizontal) by 100 nm (vertical). The primary requirement stipulates that the PoI must remain within beam
dimensions throughout operation. The simulation included two principal disturbance sources: ground motion and



2.6 Validation of the NASS Concept 137

10!2

10!1

100

101

102

L
o
o
p

G
a
in

1kg
25kg
50kg

10!1 100 101 102

Frequency [Hz]

-180

-90

0

90

180

P
h
a
se

[d
eg

]

(a) Loop Gain

-1.5 -1 -0.5 0

Real Part

-1

-0.5

0

0.5

1

Im
a
g
in

a
ry

P
a
rt

1kg
25kg
50kg

(b) Characteristic Loci

Figure 2.133:High Authority Controller - “Diagonal Loop Gain” (a) and Characteristic Loci (b).

spindle vibrations. Additional noise sources, including measurement noise and electrical noise from Digital to Analog
Converter (DAC) and voltage amplifiers, were not included in this analysis, as these parameters will be optimized during
the detailed design phase.

Figure 2.134 presents a comparative analysis of positioning errors under both open-loop and closed-loop conditions
for a lightweight sample configuration (1 kg). The results demonstrate the system’s capability to maintain the sample’s
position within the specified beam dimensions, thus validating the fundamental concept of the stabilization system.
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Figure 2.134: Position error of the sample in the XY (a) and YZ (b) planes during a simulation of a tomography experiment at
360 deg/s. 1 kg payload is placed on top of the active platform.

The robustness of the NASS to payload mass variation was evaluated through additional tomography scan simulations
with 25 and 50 kg payloads, complementing the initial 1 kg test case. As illustrated in Figure 2.135, system performance
exhibits some degradation with increasing payload mass, which is consistent with predictions from the control analysis.
While the positioning accuracy for heavier payloads is outside the specified limits, it remains within acceptable bounds
for typical operating conditions.
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It should be noted that the maximum rotational velocity of 360 deg/s is primarily intended for lightweight payload
applications. For higher mass configurations, rotational velocities are expected to be below 36 deg/s.
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Figure 2.135: Simulation of tomography experiments at 360 deg/s. Beam size is indicated by the dashed black ellipse.

Conclusion

The development and analysis presented in this chapter have successfully validated theNanoActive Stabilization System
concept,marking the completionof the conceptual designphase. A comprehensive control strategy has been established,
effectively combining external metrology with active platform sensor measurements to achieve precise position control.
The control strategy implements a High Authority Control - Low Authority Control architecture - a proven approach
that has been specifically adapted to meet the unique requirements of the rotating NASS.

The decentralized Integral Force Feedback component has been demonstrated to provide robust active damping under
various operating conditions. The addition of parallel springs to the force sensors has been shown to ensure stability
during spindle rotation. The centralized High Authority Controller, operating in the frame of the struts for simplicity,
has successfully achieved the desired performance objectives of maintaining a bandwidth of 10Hz while maintaining
robustness against payload mass variations. This investigation has confirmed that the moderate actuator stiffness of
1N/µm represents an adequate choice for the active platform, as both very stiff and very compliant configurations
introduce significant performance limitations.

Simulations of tomography experiments have been performed, with positioning accuracy requirements defined by the
expected minimum beam dimensions of 200 nm by 100 nm. The system has demonstrated excellent performance at
maximum rotational velocity with lightweight samples. While some degradation in positioning accuracy has been ob-
servedwith heavier payloads, as anticipated by the control analysis, the overall performance remains sufficient to validate
the fundamental concept of the NASS.
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Conceptual Design - Conclusion

The conceptual design phase of the Nano Active Stabilization System (NASS) has been successfully completed, estab-
lishing a robust foundation for the subsequent detailed design phase. Through a systematic progression from simplified
to increasingly complex models, several critical findings have been established.

Using the simple uniaxial model revealed that a very stiff stabilization stage was unsuitable due to its strong coupling
with the complex micro-station dynamics. Conversely, the three-degree-of-freedom rotating model demonstrated that
very soft stabilization stage designs are equally problematic due to the gyroscopic effects induced by spindle rotation. A
moderate stiffness of approximately 1N/µmwas identified as the optimal configuration, providing an effective balance
between decoupling frommicro-station dynamics, insensitivity to spindle’s rotation, and good disturbance rejection.

Themulti-bodymodeling approach proved essential for capturing the complex dynamics of both themicro-station and
the active platform. This model was tuned based on extensive modal analysis and vibrationmeasurements. The Stewart
platform architecture was selected for the active platform due to its good dynamical properties, compact design, and the
ability to satisfy the strict space constraints of the NASS.

The HAC-LAC control strategy was successfully adapted to address the unique challenges presented by the rotating
NASS. Decentralized Integral Force Feedback with parallel springs demonstrated robust active damping capabilities
across different payload masses and rotational velocities. The centralized High Authority Controller, implemented in
the frame of the struts, achieved the desired 10Hz bandwidth with good robustness properties.

Simulations of tomography experiments validated the NASS concept, with positioning accuracy meeting the require-
ments defined by the expected minimum beam dimensions (200 nm × 100 nm) for lightweight samples at maximum
rotational velocity. As anticipated by the control analysis, some performance degradation was observed with heavier
payloads, but the overall performance remained sufficient to validate the fundamental concept.
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Abstract

Following the validation of the Nano Active Stabilization System concept in the previous chapter through simulated
tomography experiments, this chapter addresses the refinement of the preliminary conceptual model into an optimized
implementation. The initial validation used an active platformwith arbitrary geometry, where components such as flex-
ible joints and actuators were modeled as ideal elements, employing simplified control strategies without consideration
for instrumentation noise. This detailed design phase aims to optimize each component while ensuring none will limit
the system’s overall performance.

This chapter begins by determining the optimal geometric configuration for the active platform (Section 3.1). To this
end, a review of existing Stewart platform designs is first presented, followed by an analysis of how geometric parameters
influence the system’s properties—mobility, stiffness, and dynamical response—with a particular emphasis on the cubic
architecture. The chapter concludes by specifying the chosen active platform geometry and the associated actuator
stroke and flexible joint angular travel requirements to achieve the desired mobility.

Section 3.2 introduces a hybrid modeling methodology that combines Finite Element Analysis (FEA) with multi-body
dynamics to optimize critical active platform components. This approach is first experimentally validated using an Am-
plified Piezoelectric Actuator, establishing confidence in the modeling technique. The methodology is then applied to
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two key elements: the actuators (Section 3.2.2) and the flexible joints (Section 3.2.3), enabling detailed optimization
while maintaining computational efficiency for system-level simulations.

The control strategy is refined in Section 3.3, where three critical aspects are addressed. First, various approaches for
optimally combining multiple sensors are examined, with particular emphasis on sensor fusion techniques. Second,
different decoupling strategies for parallel manipulators are compared—an analysis notably lacking in the literature.
Third, the optimization of controllers for decoupled plants is discussed, introducing a novel method for shaping closed-
loop transfer functions using complementary filters.

Section 3.4 focuses on instrumentation selection using a dynamic error budgeting approach to establish maximum ac-
ceptable noise specifications for each component. The selected instrumentation is then experimentally characterized
to verify compliance with these specifications, ensuring that the combined effect of all noise sources remains within
acceptable limits.

The chapter concludes with a concise presentation of the obtained optimized active platform design, called the “nano-
hexapod” (Section 3.5). With the detailed design completed and components procured, the project advances to the
experimental validation phase, which will be addressed in the subsequent chapter.
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3.1 Optimal Active PlatformGeometry

The performance of a Stewart platform depends on its geometric configuration, especially the orientation of its struts
and the positioning of its joints. During the conceptual design phase of the active platform, a preliminary geometry
was selected based on general principles without detailed optimization. As the project advanced to the detailed design
phase, a rigorous analysis of howgeometry influences systemperformance became essential to ensure that the final design
would meet the demanding requirements of the Nano Active Stabilization System (NASS).

In this chapter, the active platform geometry is optimized through careful analysis of how design parameters influence
critical performance aspects: attainableworkspace,mechanical stiffness, strut-to-strut coupling for decentralized control
strategies, and dynamic response in Cartesian coordinates.

The chapter begins with a comprehensive review of existing Stewart platform designs in Section 3.1.1, surveying various
approaches to geometry, actuation, sensing, and joint design from the literature. Section 3.1.2 develops the analytical
framework that connects geometric parameters to performance characteristics, establishing quantitative relationships
that guide the optimization process. Section 3.1.3 examines the cubic configuration, a specific architecture that has
gathered significant attention, to evaluate its suitability for the NASS applications. Finally, Section 3.1.4 presents the
optimized active platform geometry derived from these analyses and demonstrates how it addresses the specific require-
ments of the NASS.

3.1.1 Review of Stewart Platforms

The first parallel platform similar to the Stewart platform was built in 1954 by Gough [53], for a tyre test machine
(shown in Figure 3.1a). Subsequently, Stewart proposed a similar design for a flight simulator (shown in Figure 3.1b) in
a 1965 publication [135]. Since then, the Stewart platform (sometimes referred to as the Stewart-Gough platform) has
been used across diverse applications [30], including large telescopes [75, 159], machine tools [120], and Synchrotron
instrumentation [88, 148].

(a) Tyre test machine proposed by Gough [53] (b) Flight simulator proposed by Stewart [135]

Figure 3.1: Two of the earliest developments of Stewart platforms.

As explained in Section 2.5.2, Stewart platforms comprise the following key elements: two plates connected by six struts,
with each strut composed of a joint at each end, an actuator, and one or several sensors.
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The specific geometry (i.e., position of joints and orientation of the struts) can be selected based on the application
requirements, resulting in numerous designs throughout the literature. This discussion focuses primarily on Stewart
platforms designed for nano-positioning and vibration control, which necessitates the use of flexible joints. The imple-
mentation of these flexible joints, will be discussed when designing the active platform flexible joints in Section 3.2.3.
Long stroke Stewart platforms are not addressed here as their design presents different challenges, such as singularity-free
workspace and complex kinematics [95].

In terms of actuation, mainly two types are used: voice coil actuators and piezoelectric actuators. Voice coil actuators,
providing stroke ranges from 0.5mmto 10mm, are commonly implemented in cubic architectures (as illustrated in Fig-
ures 3.2a, 3.2b and 3.3a) and are mainly used for vibration isolation [92, 113, 115, 132, 141]. For applications requiring
short stroke (typically smaller than 500µm), piezoelectric actuators present an interesting alternative, as shown in [6,
49, 156]. Examples of piezoelectric-actuated Stewart platforms are presented in Figures 3.2c, 3.2d and 3.3c. Although
less frequently encountered, magnetostrictive actuators have been successfully implemented in [160] (Figure 3.3b).

(a) California Institute of Technology - USA [132] (b) University of Wyoming - USA [92]

(c) ULB - Belgium [5] (d)Naval Postgraduate School - USA [6]

Figure 3.2: Some examples of developed Stewart platform with Cubic geometry.

The sensors integrated in these platforms are selected based on specific control requirements, as different sensors offer
distinct advantages and limitations [57]. Force sensors are typically integrated within the struts in a collocated arrange-
ment with actuators to enhance control robustness. Stewart platforms incorporating force sensors are frequently used
for vibration isolation [115, 132] and active damping applications [5, 51], as exemplified in Figure 3.2c.

Inertial sensors (accelerometers and geophones) are commonly employed in vibration isolation applications [20, 23].
These sensors are predominantly aligned with the struts [57, 73, 84, 138, 140, 160], although they may also be fixed to
the top platform [149].
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For high-precision positioning applications, various displacement sensors are implemented, including Linear Variable
Differential Transformers (LVDTs) [78, 84, 140, 141], capacitive sensors [142, 143], eddy current sensors [20, 49], and
strain gauges [39]. Notably, some designs incorporate external sensing methodologies rather than integrating sensors
within the struts [20, 84, 143]. A recent design [100], although not strictly speaking a Stewart platform, has demon-
strated the use of 3-phase rotarymotorswith rotary encoders for achieving long-stroke andhighly repeatable positioning,
as illustrated in Figure 3.3d.

Two primary categories of Stewart platform geometry can be identified. The first is cubic architecture (examples pre-
sented in Figure 3.2), wherein struts are positioned along six sides of a cube (and therefore oriented orthogonally to each
other). This architecture represents the most prevalent configuration for vibration isolation applications in the litera-
ture. Its distinctive properties will be examined in Section 3.1.3. The second category comprises non-cubic architectures
(Figure 3.3), where strut orientation and joint positioning can be optimized according to defined performance criteria.
The influence of strut orientation and joint positioning on Stewart platform properties is analyzed in Section 3.1.2.

(a)Naval Postgraduate School - USA [20] (b) Beihang University - China [160]

(c)Nanjing University - China [156] (d) University of Twente - Netherlands [100]

Figure 3.3: Some examples of developed Stewart platform with non-cubic geometry.

3.1.2 Kinematic Study of Stewart Platforms

As was demonstrated in Section 2.5.2, the geometry of the Stewart platform impacts the stiffness and compliance char-
acteristics, themobility (orworkspace), the force authority, and the dynamics of themanipulator. It is therefore essential
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to understand how the geometry impacts these properties, and to develop methodologies for optimizing the geometry
for specific applications.

A useful analytical tool for this study is the Jacobian matrix, which depends on bi (joints’ position with respect to the
top platform) and ŝi (struts’ orientation). The choice of {A} and {B} frames, independently of the physical Stewart
platform geometry, impacts the obtained kinematics and stiffness matrix, as these are defined for forces and motion
evaluated at the chosen frame.

3.1.2.1 PlatformMobility / Workspace

The mobility of the Stewart platform (or any manipulator) is defined as the range of motion that it can perform. It
corresponds to the set of possible poses (i.e., combined translation and rotation) of frame {B} with respect to frame
{A}. This represents a six-dimensional property which is difficult to represent. Depending on the applications, only
the translation mobility (i.e., fixed orientation workspace) or the rotation mobility may be represented. This approach
is equivalent to projecting the six-dimensional value into a three-dimensional space, which is easier to represent.

Mobility of parallel manipulators is inherently difficult to study as the translational and orientation workspace are cou-
pled [96]. The analysis is significantly simplified when considering small motions, as the Jacobian matrix can be used to
link the strut motion to the motion of frame {B}with respect to {A} through (3.1), which is a linear equation.
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 (3.1)

Therefore, the mobility of the Stewart platform (defined as the set of achievable [δx δy δz δθx δθy δθz]) depends on
two key factors: the stroke of each strut and the geometry of the Stewart platform (embodied in the Jacobian matrix).
More specifically, the XYZ mobility only depends on the ŝi (orientation of struts), while the mobility in rotation also
depends on bi (position of top joints).

Mobility inTranslation For simplicity, only translations are first considered (i.e., the Stewart platform is consid-
ered to have fixed orientation). In the general case, the translational mobility can be represented by a 3D shape having
12 faces, where each actuator limits the stroke along its axis in positive and negative directions. The faces are therefore
perpendicular to the strut direction. The obtained mobility for the Stewart platform geometry shown in Figure 3.4a is
computed and represented in Figure 3.4b.

With the previous interpretations of the 12 faces making the translational mobility 3D shape, it can be concluded that
for a strut stroke of±d, a sphere with radius d is contained in the 3D shape and touches it in directions defined by the
strut axes, as illustrated in Figure 3.4b. This means that the mobile platform can be translated in any direction with a
stroke equal to the strut stroke.

To better understand how the geometry of the Stewart platform impacts the translational mobility, two configurations
are compared with struts oriented vertically (Figure 3.5a) and struts oriented horizontally (Figure 3.5b). The vertically
oriented struts configuration leads to greater stroke in the horizontal direction and reduced stroke in the vertical direction
(Figure 3.5c). Conversely, horizontal oriented struts configuration provides more stroke in the vertical direction.
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(a) Stewart platform geometry (b) Translational mobility

Figure 3.4: One Stewart platform geometry (a) and its associated translational mobility (b). A sphere with radius equal to the strut
stroke is contained in the translational mobility shape.

It may seem counterintuitive that less stroke is available in the direction of the struts. This phenomenon occurs because
the struts form a lever armmechanism that amplifies themotion. The amplification factor increases when the struts have
a high angle with the direction of motion and equals one (i.e. is minimal) when aligned with the direction of motion.

(a) Vertical struts (b)Horizontal struts (c) Translational mobility

Figure 3.5: Effect of strut orientation on the obtained mobility in translation. Two Stewart platform geometries are considered:
struts oriented vertically (a) and struts oriented horizontally (b). Obtained mobility for both geometry are shown in (c).

Mobility in Rotation As shown by equation (3.1), the rotational mobility depends both on the orientation of
the struts and on the location of the top joints. Similarly to the translational case, to increase the rotational mobility in
one direction, it is advantageous to have the struts more perpendicular to the rotational direction.

For instance, having the struts more vertical (Figure 3.5a) provides less rotational stroke along the vertical direction than
having the struts oriented more horizontally (Figure 3.5b).

Two cases are consideredwith the same strut orientation butwith different top joint positions: struts positioned close to
each other (Figure 3.6a) and struts positioned further apart (Figure 3.6b). The mobility for pure rotations is compared
in Figure 3.6c. Having struts further apart decreases the “lever arm” and therefore reduces the rotational mobility.

Combined Translations and Rotations It is possible to consider combined translations and rotations, al-
though displaying such mobility becomes more complex. For a fixed geometry and a desired mobility (combined trans-
lations and rotations), it is possible to estimate the required minimum actuator stroke. This analysis is conducted in
Section 3.1.4 to estimate the required actuator stroke for the active platform geometry.
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(a) Struts close together (b) Struts far apart (c) Rotational mobility

Figure 3.6: Effect of strut position on the obtained mobility in rotation. Two Stewart platform geometries are considered: struts
close to each other (a) and struts further apart (b). Obtained mobility for both geometry are shown in (c).

3.1.2.2 Stiffness

The stiffness matrix defines how the top platform of the Stewart platform (i.e. frame {B}) deforms with respect to its
fixedbase (i.e. frame{A}) due to static forces/torques appliedbetween frames{A} and{B}. It depends on the Jacobian
matrix (i.e., the geometry) and the strut axial stiffness as shown in equation (3.2). The contribution of joints stiffness
is not considered here, as the joints were optimized after the geometry was fixed. However, theoretical frameworks for
evaluating flexible joint contribution to the stiffness matrix have been established in the literature [93, 94].

K = JᵀKJ (3.2)

It is assumed that the stiffness of all struts is the same: K = k · I6. In that case, the obtained stiffness matrix linearly
depends on the strut stiffness k, and is structured as shown in equation (3.3).

K = kJᵀJ = k

[
Σ6

i=0ŝi · ŝ
ᵀ
i Σ6

i=0ŝi · (Abi × Aŝi)
ᵀ

Σ6
i=0(

Abi × Aŝi) · ŝᵀi Σ6
i=0(

Abi × Aŝi) · (Abi × Aŝi)
ᵀ

]
(3.3)

Translation Stiffness As shown by equation (3.3), the translation stiffnesses (the 3 × 3 top left terms of the
stiffness matrix) only depend on the orientation of the struts and not their location: ŝi · ŝᵀi . In the extreme case where
all struts are vertical (si = [0 0 1]), a vertical stiffness of 6k is achieved, butwith null stiffness in the horizontal directions.
If two struts are oriented along the X axis, two struts along the Y axis, and two struts along the Z axis, then ŝi · ŝᵀi = 2I3
and the stiffness is well distributed along all directions. This configuration corresponds to the cubic architecture, that is
presented in Section 3.1.3.

When the struts are oriented more vertically, as shown in Figure 3.5a, the vertical stiffness increases while the horizontal
stiffness decreases. Additionally, Rx and Ry stiffness increases while Rz stiffness decreases. The opposite conclusions
apply if struts are oriented more horizontally, illustrated in Figure 3.5b.

Rotational Stiffness The rotational stiffnesses depend both on the orientation of the struts and on the location
of the top joints with respect to the considered center of rotation (i.e., the location of frame {A}). With the same
orientation but increased distances to the frame {A} by a factor of 2, the rotational stiffness is increased by a factor of 4.
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Therefore, the compact Stewart platform depicted in Figure 3.6a has less rotational stiffness than the Stewart platform
shown in Figure 3.6b.

Diagonal Stiffness Matrix Having a diagonal stiffness matrix K can be beneficial for control purposes as it
wouldmake the plant in the Cartesian frame decoupled at low frequency. This property depends on both the geometry
and the chosen {A} frame. For specific geometry and choice of {A} frame, it is possible to achieve a diagonalK matrix.
This is discussed in Section 3.1.3.1.

3.1.2.3 Dynamical Properties

The dynamical equations (both in the Cartesian frame and in the frame of the struts) for the Stewart platform were
derived during the conceptual phase with simplifying assumptions (massless struts and perfect joints). The dynamics
depends both on the geometry (Jacobian matrix) and on the payload being placed on top of the platform. Under very
specific conditions, the equations of motion in the Cartesian frame, given by equation (3.4), can be decoupled. These
conditions are studied in Section 3.1.3.2.

X
F (s) = (Ms2 + JᵀCJs+ JᵀKJ)−1 (3.4)

In the frame of the struts, the equations of motion (3.5) are well decoupled at low frequency. This is why most Stewart
platforms are controlled in the frame of the struts: below the resonance frequency, the system is well decoupled and
Single Input Single Output (SISO) control may be applied for each strut, independently of the payload being used.

L
f
(s) = (J−ᵀMJ−1s2 + C +K)−1 (3.5)

Coupling between sensors (force sensors, relative position sensors or inertial sensors) in different struts may also be
important for decentralized control. In section 3.1.3.3, it will be studied whether the Stewart platform geometry can be
optimized to have lower coupling between the struts.

3.1.2.4 Conclusion

The effects of two changes in the manipulator’s geometry, namely the position and orientation of the struts, are sum-
marized in Table 3.1. These results could have been easily deduced based on mechanical principles, but thanks to the
kinematic analysis, they can be quantified. These trade-offs provide important guidelines when choosing the Stewart
platform geometry.

3.1.3 The Cubic Architecture

TheCubic configuration for the Stewart platformwasfirst proposedbyDr. Gough in a comment to theoriginal paperby
Dr. Stewart [135]. This configuration is characterized by active struts arranged in a mutually orthogonal configuration
connecting the corners of a cube, as shown in Figure 3.7a.
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Table 3.1: Effect of a change in geometry on the manipulator’s stiffness and mobility.

Struts Vertically Oriented Increased separation

Vertical stiffness ↗ =
Horizontal stiffness ↘ =
Vertical rotation stiffness ↘ ↗
Horizontal rotation stiffness ↗ ↗

Vertical mobility ↘ =
Horizontal mobility ↗ =
Vertical rotation mobility ↗ ↘
Horizontal rotation mobility ↘ ↘

Typically, the struts have similar length to the cube’s edges, as illustrated in Figure 3.7a. Practical implementations of
such configurations can be observed in Figures 3.2a, 3.2b and 3.2d. It is also possible to implement designs with strut
lengths smaller than the cube’s edges (Figure 3.7b), as exemplified in Figure 3.2c.

(a) Classical Cubic architecture (b) Alternative configuration

Figure 3.7: Typical Stewart platform cubic architectures in which struts’ length is similar to the cube edges’ length (a) or is taking
just a portion of the edge (b).

Several advantageous properties attributed to the cubic configuration have contributed to its widespread adoption [50,
70, 113]: simplified kinematics relationships and dynamical analysis [50]; uniform stiffness in all directions [4]; uni-
form mobility [109, chapt.8.5.2]; and minimization of the cross coupling between actuators and sensors in different
struts [113]. This minimization is attributed to the fact that the struts are orthogonal to each other, and is said to facili-
tate collocated sensor-actuator control system design, i.e., the implementation of decentralized control [50, 140].

These properties are examined in this section to assess their relevance for the active platform. The mobility and stiff-
ness properties of the cubic configuration are analyzed in Section 3.1.3.1. Dynamical decoupling is investigated in Sec-
tion 3.1.3.2, while decentralized control, crucial for the NASS, is examined in Section 3.1.3.3. Given that the cubic
architecture imposes strict geometric constraints, alternative designs are proposed in Section 3.1.3.4. The ultimate ob-
jective is to determine the suitability of the cubic architecture for the active platform.

3.1.3.1 Static Properties

Stiffness Matrix for the Cubic Architecture Consider the cubic architecture shown in Figure 3.8a. The
unit vectors corresponding to the edges of the cube are described by equation (3.6).
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Figure 3.8: Cubic architecture. Struts are represented in blue. The cube’s center is indicated by a black dot. The Struts can match
the cube’s edges (a) or just take a portion of the edge (b).

Coordinates of the cube’s vertices relevant for the top joints, expressed with respect to the cube’s center, are shown in
equation (3.7).
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In the case where top joints are positioned at the cube’s vertices, a diagonal stiffness matrix is obtained as shown in
equation (3.8). Translation stiffness is twice the stiffness of the struts, and rotational stiffness is proportional to the
square of the cube’s sizeHc.

K{B}={C} = k


2 0 0 0 0 0
0 2 0 0 0 0
0 0 2 0 0 0
0 0 0 3

2H
2
c 0 0

0 0 0 0 3
2H

2
c 0

0 0 0 0 0 6H2
c

 (3.8)

However, typically, the top joints arenotplaced at the cube’s vertices but at positions along the cube’s edges (Figure 3.8b).
In that case, the location of the top joints can be expressed by equation (3.9), yet the computed stiffness matrix remains
identical to Equation (3.8).

bi = b̃i + αŝi (3.9)

The stiffness matrix is therefore diagonal when the considered {B} frame is located at the center of the cube (shown
by frame {C}). This means that static forces (resp torques) applied at the cube’s center will induce pure translations
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(resp rotations around the cube’s center). This specific locationwhere the stiffness matrix is diagonal is referred to as the
Center of Stiffness (CoK), analogous to the Center of Mass (CoM) where the mass matrix is diagonal.

Effect of Having Frame {B} Off-centered When the reference frames {A} and {B} are shifted from the
cube’s center, off-diagonal elements emerge in the stiffness matrix.

Considering a vertical shift as shown in Figure 3.8b, the stiffness matrix transforms into that shown in Equation (3.10).
Off-diagonal elements increase proportionally with the height difference between the cube’s center and the considered
{B} frame.

K{B}6={C} = k


2 0 0 0 −2H 0
0 2 0 2H 0 0
0 0 2 0 0 0
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2
c + 2H2 0 0

−2H 0 0 0 3
2H

2
c + 2H2 0

0 0 0 0 0 6H2
c

 (3.10)

This stiffness matrix structure is characteristic of Stewart platforms exhibiting symmetry, and is not an exclusive prop-
erty of cubic architectures. Therefore, the stiffness characteristics of the cubic architecture are only distinctive when
considering a reference frame located at the cube’s center. This poses a practical limitation, as in most applications, the
relevant frame (where motion is of interest and forces are applied) is located above the top platform.

It should be noted that for the stiffness matrix to be diagonal, the cube’s center doesn’t need to coincide with the ge-
ometric center of the Stewart platform. This observation leads to the interesting alternative architectures presented in
Section 3.1.3.4.

Uniform Mobility The translational mobility of the Stewart platform with constant orientation was analyzed.
Considering limited actuator stroke (elongation of each strut), the maximum achievable positions in XYZ space were
estimated. The resulting mobility in X, Y, and Z directions for the cubic architecture is illustrated in Figure 3.9a.

The translational workspace analysis reveals that for the cubic architecture, the achievable positions form a cube whose
axes align with the struts, with the cube’s edge length corresponding to the strut axial stroke. These findings suggest
that themobility pattern is more subtle than sometimes described in the literature [94], exhibiting uniformity primarily
along directions aligned with the cube’s edges rather than uniform spherical distribution in all XYZ directions. This
configuration still offersmore consistentmobility characteristics compared to alternative architectures illustrated in Fig-
ure 3.4.

The rotationalmobility, illustrated in Figure 3.9b, exhibits greater achievable angular stroke in theRx andRy directions
compared to theRz direction. Furthermore, an inverse relationship exists between the cube’s dimension and rotational
mobility, with larger cube sizes corresponding to more limited angular displacement capabilities.

3.1.3.2 Dynamical Decoupling

This section examines the dynamics of the cubic architecture in the Cartesian frame which corresponds to the transfer
function from forces and torquesF to translations and rotationsX of the top platform. When relative motion sensors
are integrated in each strut (measuringL), the poseX is computed using the Jacobianmatrix as shown in Figure 3.10.
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(a)Mobility in translation (b)Mobility in rotation

Figure 3.9:Mobility of a Stewart platform with Cubic architecture. Both for translations (a) and rotations (b).

Cartesian Plant

J−⊺ G J−1KX
F τ L •X

Figure 3.10: Typical control architecture in the cartesian frame.

LowFrequencyandHigh-FrequencyCoupling As derived during the conceptual design phase, the dynamics
fromF toX is described by Equation (3.4). At low frequency, the behavior of the platform depends on the stiffness
matrix (3.11).

X
F (jω) −−−→

ω→0
K−1 (3.11)

In Section 3.1.3.1, it was demonstrated that for the cubic configuration, the stiffness matrix is diagonal if frame {B} is
positioned at the cube’s center. In this case, the “Cartesian” plant is decoupled at low frequency. At high-frequency, the
behavior is governed by the mass matrix (evaluated at frame {B}) (3.12).

X
F (jω) −−−−→

ω→∞
−ω2M−1 (3.12)

To achieve a diagonal mass matrix, the Center of Mass of the mobile components must coincide with the {B} frame,
and the principal axes of inertia must align with the axes of the {B} frame.

To verify these properties, a cubic Stewart platformwith a cylindrical payloadwas analyzed (Figure 3.11). Transfer func-
tions fromF toX were computed for two specific locations of the {B} frames. When the {B} frame was positioned
at the Center of Mass, coupling at low frequency was observed due to the non-diagonal stiffness matrix (Figure 3.12a).
Conversely, when positioned at the Center of Stiffness, coupling occurred at high-frequency due to the non-diagonal
mass matrix (Figure 3.12b).
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Figure 3.11: Cubic Stewart platform with cylindrical payload located on the top platform.
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(a) {B} at the center of mass
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(b) {B} at the cube’s center

Figure 3.12: Transfer functions for a cubic Stewart platform expressed in the Cartesian frame. Two locations of the {B} frame are
considered: at the center of mass of the moving body (a) and at the cube’s center (b).

Payload’s CoM at the Cube’s Center An effective strategy for improving dynamical performances involves
aligning the cube’s center (Center of Stiffness) with the Center of Mass of the moving components [84]. This can be
achieved by positioning the payload below the top platform, such that the Center ofMass of themoving body coincides
with the cube’s center (Figure 3.13a). This approach was physically implemented in several studies [70, 92], as shown in
Figure 3.2b. The resulting dynamics are indeed well-decoupled (Figure 3.13b), taking advantage from diagonal stiffness
and mass matrices. The primary limitation of this approach is that, for many applications including the NASS, the
payload must be positioned above the top platform. If a design similar to Figure 3.13a were employed for the active
platform, the X-ray beam would intersect with the struts during spindle rotation.

Conclusion The analysis of dynamical properties of the cubic architecture yields several important conclusions.
Static decoupling, characterized by a diagonal stiffness matrix, is achieved when reference frames {A} and {B} are
positioned at the cube’s center. Note that this property can also be obtained with non-cubic architectures that exhibit
symmetrical strut arrangements. Dynamic decoupling requires both static decoupling and coincidence of the mobile
platform’s Center of Mass with reference frame {B}. While this configuration offers powerful control advantages, it
requires positioning the payload at the cube’s center, which is highly restrictive and often impractical.
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(a) Payload at the cube’s center
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(b) Fully decoupled cartesian plant

Figure 3.13: Cubic Stewart platform with payload at the cube’s center (a). Obtained cartesian plant is fully decoupled (b).

3.1.3.3 Decentralized Control

Theorthogonal arrangement of struts in the cubic architecture suggests a potentialminimization of inter-strut coupling,
which could theoretically create favorable conditions for decentralized control. Two sensor types integrated in the struts
are considered: displacement sensors and force sensors. The control architecture is illustrated in Figure 3.14, whereKL
represents a diagonal transfer function matrix.

Strut Plant

GKL
τ •L

Figure 3.14: Decentralized control in the frame of the struts.

The obtained plant dynamics in the frame of the struts are compared for two Stewart platforms. The first employs a
cubic architecture shown in Figure 3.11. The second uses a non-cubic Stewart platform shown in Figure 3.15, featuring
identical payload and strut dynamics but with struts oriented more vertically to differentiate it from the cubic architec-
ture.

Relative Displacement Sensors The transfer functions from actuator force in each strut to the relative motion
of the struts are presented in Figure 3.16. As anticipated from the equations of motion from f to L (3.5), the 6 × 6
plant is decoupled at low frequency. At high-frequency, coupling is observed as the mass matrix projected in the strut
frame is not diagonal.

No significant advantage is evident for the cubic architecture (Figure 3.16b) compared to the non-cubic architecture
(Figure 3.16a). The resonance frequencies differ between the two cases because themore vertical strut orientation in the
non-cubic architecture alters the stiffness properties of the Stewart platform, consequently shifting the frequencies of
various modes.
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Figure 3.15: Stewart platform with non-cubic architecture.
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(a)Non cubic architecture
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(b) Cubic architecture

Figure 3.16: Bode plot of the transfer functions from actuator force to relative displacement sensor in each strut. Both for a non-
cubic architecture (a) and for a cubic architecture (b).

Force Sensors Similarly, the transfer functions from actuator force to force sensors in each strut were analyzed for
both cubic and non-cubic Stewart platforms. The results are presented in Figure 3.17. The system demonstrates good
decoupling at high-frequency in both cases, with no clear advantage for the cubic architecture.

Conclusion The presented results do not demonstrate the pronounced decoupling advantages often associated
with cubic architectures in the literature. Both the cubic and non-cubic configurations exhibited similar coupling char-
acteristics, suggesting that the benefits of orthogonal strut arrangement for decentralized control is less obvious than
often reported in the literature.

3.1.3.4 Cubic architecture with Cube’s center above the top platform

As demonstrated in Section 3.1.3.2, the cubic architecture can exhibit advantageous dynamical properties when the
Center ofMass of themoving body coincideswith the cube’s center, resulting in diagonalmass and stiffnessmatrices. As
shown in Section 3.1.3.1, the stiffness matrix is diagonal when the considered {B} frame is located at the cube’s center.
However, the {B} frame is typically positioned above the top platform where forces are applied and displacements are
measured.
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Figure 3.17: Bode plot of the transfer functions from actuator force to force sensor in each strut. Both for a non-cubic architecture
(a) and for a cubic architecture (b).

This section proposes modifications to the cubic architecture to enable positioning the payload above the top platform
while still leveraging the advantageous dynamical properties of the cubic configuration.

Three key parameters define the geometry of the cubic Stewart platform:H , the height of the Stewart platform (distance
from fixed base to mobile platform);Hc, the height of the cube, as shown in Figure 3.8a; andHCoM , the height of the
Center of Mass relative to the mobile platform (coincident with the cube’s center).

Depending on the cube’s size Hc in relation to H and HCoM , different designs emerge. In the following examples,
H = 100mm andHCoM = 20mm.

Small Cube When the cube sizeHc is smaller than twice the height of the CoMHCoM (3.13), the resulting design
is shown in Figure 3.18.

Hc < 2HCoM (3.13)

This configuration is similar to that described in [49] (Figure 2.103a, page 108), although they do not explicitly identify
it as a cubic configuration. Adjacent struts are parallel to each other, differing from the typical architecturewhere parallel
struts are positioned opposite to each other.

This approach yields a compact architecture, but the small cube size may result in insufficient rotational stiffness.

Medium SizedCube Increasing the cube’s size such that (3.14) is verified produces an architecture with intersecting
struts (Figure 3.19).

2HCoM < Hc < 2(HCoM +H) (3.14)

This configuration resembles the design proposed in [156] (Figure 3.3c), although their design is not strictly cubic.
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(a) Isometric view (b) Side view (c) Top view

Figure 3.18: Cubic architecture with cube’s center above the top platform. A cube height of 40mm is used.

(a) Isometric view (b) Side view (c) Top view

Figure 3.19: Cubic architecture with cube’s center above the top platform. A cube height of 140mm is used.

Large Cube When the cube’s height exceeds twice the sum of the platform height and CoM height (3.15), the ar-
chitecture shown in Figure 3.20 is obtained.

2(HCoM +H) < Hc (3.15)

Platform Size For the proposed configuration, the top joints bi (resp. the bottom joints ai) and are positioned on
a circle with radiusRbi (resp. Rai

) described by Equation (3.16).

Rbi =

√
3

2
H2

c + 2H2
CoM (3.16a)

Rai
=

√
3

2
H2

c + 2(HCoM +H)2 (3.16b)

Since the rotational stiffness for the cubic architecture scales with the square of the cube’s height (3.8), the cube’s size
can be determined based on rotational stiffness requirements. Subsequently, using Equation (3.16), the dimensions of
the top and bottom platforms can be calculated.
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(a) Isometric view (b) Side view (c) Top view

Figure 3.20: Cubic architecture with cube’s center above the top platform. A cube height of 240mm is used.

3.1.3.5 Conclusion

The analysis of the cubic architecture for Stewart platforms yielded several important findings. While the cubic config-
uration provides uniform stiffness in the XYZ directions, it stiffness property becomes particularly advantageous when
forces and torques are applied at the cube’s center. Under these conditions, the stiffness matrix becomes diagonal, re-
sulting in a decoupled Cartesian plant at low frequencies.

Regarding mobility, the translational capabilities of the cubic configuration exhibit uniformity along the directions of
the orthogonal struts, rather than complete uniformity in the Cartesian space. This understanding refines the charac-
terization of cubic architecture mobility commonly presented in literature.

The analysis of decentralized control in the frame of the struts revealed more nuanced results than expected. While
cubic architectures are frequently associated with reduced coupling between actuators and sensors, this study showed
that these benefitsmay bemore subtle or context-dependent than commonly described. Under the conditions analyzed,
the coupling characteristics of cubic and non-cubic configurations, in the frame of the struts, appeared similar.

Fully decoupled dynamics in theCartesian frame canbe achievedwhen theCenter ofMass of themoving body coincides
with the cube’s center. However, this arrangement presents practical challenges, as the cube’s center is traditionally
located between the top and bottom platforms, making payload placement problematic for many applications.

To address this limitation, modified cubic architectures have been proposed with the cube’s center positioned above
the top platform. Three distinct configurations have been identified, each with different geometric arrangements but
sharing the common characteristic that the cube’s center is positioned above the top platform. This structural modifi-
cation enables the alignment of the moving body’s Center of Mass with the Center of Stiffness, resulting in beneficial
decoupling properties in the Cartesian frame.

3.1.4 Kinematics of the Active Platform

Based on previous analysis, this section aims to determine the active platform optimal geometry. For theNASS, the cho-
sen reference frames {A} and {B} coincide with the sample’s PoI, which is positioned 150mmabove the top platform.
This is the location where precise control of the sample’s position is required, as it is where the x-ray beam is focused.
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3.1.4.1 Requirements

The design of the active platform must satisfy several constraints. The device should fit within a cylinder with radius
of 120mm and height of 95mm. Based on the measured errors of all stages of the micro-stations, and incorporating
safetymargins, the requiredmobility should enable combined translations in any direction of±50µm. At any position,
the system should be capable of performing Rx and Ry rotations of ±50µrad. Regarding stiffness, the resonance
frequencies should be well above the maximum rotational velocity of 2π rad/s to minimize gyroscopic effects, while
remaining below the problematicmodes of themicro-station to ensure decoupling from its complex dynamics. In terms
of dynamics, the design should facilitate implementation of Integral Force Feedback (IFF) in a decentralized manner,
and provide good decoupling for the high authority controller in the frame of the struts.

3.1.4.2 Obtained Geometry

Based on the previous analysis of Stewart platform configurations, while the geometry can be optimized to achieve the
desired trade-off between stiffness andmobility in different directions, the wide range of potential payloads, withmasses
ranging from 1 kg to 50 kg, makes it impossible to develop a single geometry that provides optimal dynamical properties
for all possible configurations.

For the active platform design, the struts were oriented more vertically compared to a cubic architecture due to several
considerations. First, the performance requirements in the vertical direction are more stringent than in the horizontal
direction. This vertical strut orientation decreases the amplification factor in the vertical direction, providing greater res-
olution and reducing the effects of actuator noise. Second, the micro-station’s vertical modes exhibit higher frequencies
than its lateral modes. Therefore, higher resonance frequencies of the active platform in the vertical direction compared
to the horizontal direction enhance the decoupling properties between the micro-station and the active platform.

Regarding dynamical properties, particularly for control in the frame of the struts, no specific optimization was imple-
mented since the analysis revealed that strut orientation has minimal impact on the resulting coupling characteristics.

Consequently, the geometry was selected according to practical constraints. The height between the two plates is max-
imized and set at 95mm. Both platforms take the maximum available size, with joints offset by 15mm from the plate
surfaces and positioned along circles with radii of 120mm for the fixed joints and 110mm for the mobile joints. The
positioning angles, as shown in Figure 3.21b, are [255, 285, 15, 45, 135, 165] degrees for the top joints and [220, 320,
340, 80, 100, 200] degrees for the bottom joints.

The resulting geometry is illustrated in Figure 3.21. While minor refinements may occur during detailed mechanical
design to address manufacturing and assembly considerations, the fundamental geometry will remain consistent with
this configuration. This geometry serves as the foundation for estimating the required actuator stroke (Section 3.1.4.3),
flexible joint stroke (Section 3.1.4.4) and to perform noise budgeting for instrumentation selection (Section 3.4).

Implementing a cubic architecture as proposed in Section 3.1.3.4 was considered. However, positioning the cube’s
center 150mm above the top platform would have resulted in platform dimensions exceeding the maximum available
size. Additionally, to benefit from the cubic configuration’s dynamical properties, each payload would require careful
calibration of inertia before placement on the active platform, ensuring that its Center ofMass coincides with the cube’s
center. Given the impracticality of consistently aligning theCenter ofMasswith the cube’s center, the cubic architecture
was deemed unsuitable for the NASS.

3.1.4.3 Required Actuator Stroke

With the geometry established, the actuator stroke necessary to achieve the desired mobility can be determined.
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Figure 3.21: Obtained architecture for the active platform.

The required mobility parameters include combined translations in the XYZ directions of±50µm (essentially a cubic
workspace). Additionally, at any point within this workspace, combined Rx and Ry rotations of ±50µrad, with Rz

maintained at 0, should be possible.

Calculations based on the selected geometry indicate that an actuator stroke of±94µmis required to achieve the desired
mobility. This specification will be used during the actuator selection process in Section 3.2.2.

Figure 3.22 illustrates both the desiredmobility (represented as a cube) and the calculatedmobility envelope of the active
platformwith an actuator stroke of±94µm. The diagram confirms that the requiredworkspace fits within the system’s
capabilities.
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3.1.4.4 Required Joint Angular Stroke

With the active platform geometry and mobility requirements established, the flexible joint angular stroke necessary to
avoid limiting the achievable workspace can be determined.

This analysis focuses solely on bending stroke, as the torsional stroke of the flexible joints is expected to beminimal given
the absence of vertical rotation requirements. The required angular stroke for both fixed and mobile joints is estimated
to be equal to 1mrad. This specification will guide the design of the flexible joints in Section 3.2.3.

Conclusion

This chapter has explored the optimization of the active platform geometry for the Nano Active Stabilization System
(NASS).

First, a review of existing Stewart platforms revealed two main geometric categories: cubic architectures, characterized
bymutually orthogonal struts arranged along the edges of a cube, and non-cubic architectures with varied strut orienta-
tions. While cubic architectures are prevalent in the literature and attributedwith beneficial properties such as simplified
kinematics, uniform stiffness, and reduced cross-coupling, the performed analysis revealed that some of these advantages
should be more nuanced or context-dependent than commonly described.

The analytical relationships between Stewart platformgeometry and itsmechanical propertieswere established, enabling
a better understanding of the trade-offs between competing requirements such as mobility and stiffness along different
axes. These insights were useful during the active platform geometry optimization.

For the cubic configuration, complete dynamical decoupling in the Cartesian frame can be achieved when the Center
of Mass of the moving body coincides with the cube’s center, but this arrangement is often impractical for real-world
applications. Modified cubic architectures with the cube’s center positioned above the top platform were proposed
as a potential solution, but proved unsuitable for the active platform due to size constraints and the impracticality of
ensuring that different payloads’ centers of mass would consistently align with the cube’s center.

For the active platform design, a key challenge was addressing the wide range of potential payloads (1 to 50 kg), which
made it impossible to optimize the geometry for consistent dynamic performance across all usage scenarios. This led
to a practical design approach where struts were oriented more vertically than in cubic configurations to address several
application-specific needs: achieving higher resolution in the vertical direction by reducing amplification factors and
better matching the micro-station’s modal characteristics with higher vertical resonance frequencies.
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3.2 HybridModelling for Component Optimization

Addressing the need for both detailed component optimization and efficient system-level simulation—especially con-
sidering the limitations of full FEM for real-time control—a hybrid modeling approach was used. This combines Finite
Element Analysis (FEA) with multi-body dynamics, employing reduced-order flexible bodies.

The theoretical foundations and implementation are presented in Section 3.2.1, where experimental validation was per-
formed using an Amplified Piezoelectric Actuator. The framework was then applied to optimize two critical active plat-
form elements: the actuators (Section 3.2.2) and the flexible joints (Section 3.2.3). Through this approach, system-level
dynamic behavior under closed-loop control conditions could be successfully predicted while detailed component-level
optimization was facilitated.

3.2.1 Reduced Order Flexible Bodies

Components exhibiting complex dynamical behavior are frequently found to be unsuitable for direct implementation
withinmulti-bodymodels. These components are traditionally analyzed using FEA software. However, amethodologi-
cal bridge between these two analytical approaches has been established, whereby components whose dynamical proper-
ties have been determined through FEA can be integrated intomulti-bodymodels [55]. This combinedmultibody-FEA
modeling approach presents significant advantages, as it enables the accurate FE modeling to specific elements while
maintaining the computational efficiency of multi-body analysis for the broader system [117].

The investigation of this hybridmodeling approach is structured in three sections. First, the fundamental principles and
methodological approaches of this modeling framework are introduced (Section 3.2.1.1). It is then illustrated through
its practical application to the modelling of an Amplified Piezoelectric Actuator (APA) (Section 3.2.1.2). Finally, the
validity of this modeling approach is demonstrated through experimental validation, wherein the obtained dynamics
from the hybrid modelling approach is compared with measurements (Section 3.2.1.3).

3.2.1.1 Procedure

In thismodeling approach, some componentswithin themulti-body framework are represented as reduced-orderflexible
bodies, wherein their modal behavior is characterized through reduced mass and stiffness matrices derived from FEA
models. Thesematrices are generated viamodal reduction techniques, specifically through the applicationof component
mode synthesis, thus establishing this design approach as a combined multibody-FEAmethodology.

Standard FEA implementations typically involve thousands or even hundreds of thousands of DoF, rendering direct
integration into multi-body simulations computationally prohibitive. The objective of modal reduction is therefore to
substantially decrease the number of DoF while preserving the essential dynamic characteristics of the component.

The procedure for implementing this reduction involves several distinct stages. Initially, the component is modeled in a
finite element software with appropriate material properties and boundary conditions. Subsequently, interface frames
are defined at locations where themulti-bodymodel will establish connections with the component. These frames serve
multiple functions, including connecting to other parts, applying forces and torques, and measuring relative motion
between defined frames.

Following the establishment of these interface parameters, modal reduction is performed using the Craig-Bampton
method [29] (also known as the “fixed-interface method”), a technique that significantly reduces the number of DoF
while still presenting the main dynamical characteristics. This transformation typically reduces the model complexity
fromhundreds of thousands to fewer than100-DoFs. Thenumber ofDoFs in the reducedmodel is determinedby (3.17)
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where n represents the number of defined frames and p denotes the number of additional modes to be modeled. The
outcome of this procedure is anm ×m set of reduced mass and stiffness matrices,m being the total retained number
of DoFs, which can subsequently be incorporated into the multi-body model to represent the component’s dynamic
behavior.

m = 6× n+ p (3.17)

3.2.1.2 Example with an Amplified Piezoelectric Actuator

The presented modeling framework was first applied to an Amplified Piezoelectric Actuator (APA) for several reasons.
Primarily, this actuator represents an excellent candidate for implementation within the active platform, as will be elab-
orated in Section 3.2.2. Additionally, an Amplified Piezoelectric Actuator (the APA95ML shown in Figure 3.23) was
available in the laboratory for experimental testing.

The APA consists of multiple piezoelectric stacks arranged horizontally (depicted in blue in Figure 3.23) and of an am-
plifying shell structure (shown in red) that serves twopurposes: the application of pre-stress to the piezoelectric elements
and the amplification of their displacement in the vertical direction [24]. The selection of the APA for validation pur-
poses was further justified by its capacity to simultaneously demonstrate multiple aspects of the modeling framework.
The specific design of the APA allows for the simultaneous modeling of a mechanical structure analogous to a flexible
joint, piezoelectric actuation, and piezoelectric sensing, thereby encompassing the principal elements requiring valida-
tion.

Shell

Piezoelectric Stacks

Figure 3.23: Picture of the APA95ML.

Parameter Value

Nominal Stroke 100µm
Blocked force 2100N
Stiffness 21N/µm

Table 3.2: APA95ML specifications

Finite Element Model The development of the Finite Element Model (FEM) for the APA95ML required the
knowledge of the material properties, as summarized in Table 3.3. The finite element mesh, shown in Figure 3.24a, was
then generated.

Table 3.3:Material properties used for FEA.E is the Young’s modulus, ν the Poisson ratio and ρ the material density.

E ν ρ

Stainless Steel 190GPa 0.31 7800 kg/m3

Piezoelectric Ceramics (PZT) 49.5GPa 0.31 7800 kg/m3

The definition of interface frames constitutes a critical aspect of the model preparation. Seven frames were established:
one frame at the two ends of each piezoelectric stack to facilitate strain measurement and force application, and addi-
tional frames at the top and bottom of the structure to enable connection with external elements in the multi-body
simulation.
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Six additional modes were considered, resulting in total model order of 48. The modal reduction procedure was then
executed, yielding the reduced mass and stiffness matrices that form the foundation of the component’s representation
in the multi-body simulation environment.

(a)

World Frame

5.5kg payload

(b)

Figure 3.24: Obtained mesh and defined interface frames (or “remote points”) in the finite element model of the APA95ML (a).
Interfaces with the multi-body model are shown in (b).

Super Element in theMulti-BodyModel Previously computed reduced ordermass and stiffnessmatrices were
imported in a multi-body model block called “Reduced Order Flexible Solid”. This block has several interface frames
corresponding to the ones defined in the FEA software. Frame {4} was connected to the “world” frame, while frame
{6} was coupled to a vertically guided payload. In this example, two piezoelectric stacks were used for actuation while
one piezoelectric stack was used as a force sensor. Therefore, a force source Fa operating between frames {3} and {2}
was used, while a displacement sensor dL between frames {1} and {7}was used for the sensor stack. This is illustrated
in Figure 3.24b.

However, to have access to the physical voltage input of the actuators stacks Va and to the generated voltage by the force
sensor Vs, conversion between the electrical and mechanical domains need to be determined.

Sensor and Actuator “constants” To link the electrical domain to the mechanical domain, an “actuator con-
stant” ga and a “sensor constant” gs were introduced as shown in Figure 3.24b.

From [46, p. 123], the relation between relative displacement dL of the sensor stack and generated voltage Vs is given
by (3.18).

Vs = gs · dL, gs =
d33

εT sDn
(3.18)

From [47] the relation between the force Fa and the applied voltage Va is given by (3.19).

Fa = ga · Va, ga = d33nka, ka =
cEA

L
(3.19)
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Unfortunately, it is difficult to knowexactlywhichmaterial is used for thepiezoelectric stacks1. Yet, basedon the available
properties of the stacks in the data-sheet (summarized in Table 3.4), the soft Lead Zirconate Titanate “THP5H” from
Thorlabs seemed to match quite well the observed properties.

Table 3.4: Stack Parameters.

Parameter Value

Nominal Stroke 20µm
Blocked force 4700N
Stiffness 235N/µm
Voltage Range −20/150V
Capacitance 4.4µF
Length 20mm
Stack Area 10× 10mm2

The properties of this “THP5H” material used to compute ga and gs are listed in Table 3.5. From these parameters,
gs = 5.1V/µm and ga = 26N/V were obtained.

Table 3.5: Piezoelectric properties used for the estimation of the sensor and actuator sensitivities.

Parameter Value Description

d33 680 · 10−12 m/V Piezoelectric constant
εT 4.0 · 10−8 F/m Permittivity under constant stress
sD 21 · 10−12 m2/N Elastic compliance understand constant electric displacement
cE 48 · 109 N/m2 Young’s modulus of elasticity
L 20mm per stack Length of the stack
A 10−4 m2 Area of the piezoelectric stack
n 160 per stack Number of layers in the piezoelectric stack

Identificationof theAPACharacteristics Initial validation of the Finite ElementModel and its integration
as a reduced-order flexible model within the multi-body model was accomplished through comparative analysis of key
actuator characteristics against manufacturer specifications.

The stiffness of the APA95ML was estimated from the multi-body model by computing the axial compliance of the
APA95ML (Figure 3.25), which corresponds to the transfer function from a vertical force applied between the two
interface frames to the relative vertical displacement between these two frames. The inverse of the DC gain this transfer
function corresponds to the axial stiffness of the APA95ML. A value of 23N/µm was found which is close to the
specified stiffness in the datasheet of k = 21N/µm.

The multi-body model predicted a resonant frequency under block-free conditions of≈ 2 kHz (Figure 3.25), which is
in agreement with the nominal specification.

In order to estimate the stroke of the APA95ML, the mechanical amplification factor, defined as the ratio between ver-
tical displacement and horizontal stack displacement, was first determined. This characteristic was quantified through
analysis of the transfer function relating horizontal stack motion to vertical actuator displacement, from which an am-
plification factor of 1.5was derived.

The piezoelectric stacks, exhibiting a typical strain response of 0.1% relative to their length (here equal to 20mm),
produce an individual nominal stroke of 20µm (see data-sheet of the piezoelectric stacks on Table 3.4, page 165). As
three stacks are used, the horizontal displacement is 60µm. Through the established amplification factor of 1.5, this
translates to a predicted vertical stroke of 90µm which falls within the manufacturer-specified range of 80µm and
120µm.

1The manufacturer of the APA95ML was not willing to share the piezoelectric material properties of the stack.
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Figure 3.25: Estimated axial compliance of the APA95ML.

The high degree of concordance observed across multiple performance metrics provides a first validation of the ability
to include FEM into multi-body model.

3.2.1.3 Experimental Validation

Further validation of the reduced-order flexible bodymethodology was undertaken through experimental investigation.
The goalwas tomeasure the dynamics of theAPA95MLand to compare itwith predictions derived from themulti-body
model incorporating the actuator as a flexible element.

The test bench illustrated in Figure 3.26was used, which consists of a 5.7 kg granite suspended on top of theAPA95ML.
The granite’s motion was vertically guided with an air bearing system, and a fibered interferometer was used to measure
its vertical displacement y. A Digital to Analog Converter (DAC) was used to generate the control signal u, which was
subsequently conditioned through a voltage amplifierwith a gain of20, ultimately yielding the effective voltageVa across
the two piezoelectric stacks. Measurement of the sensor stack voltage Vs was performed using an ADC.

APA95ML

Interferometer

Air bearing

payload

20
Voltage

Amplifier

Figure 3.26: Test bench used to validate the presented modeling strategy.
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Comparison of theDynamics Frequency domain system identification techniques were used to characterize the
dynamic behavior of the APA95ML. The identification procedure required careful choice of the excitation signal [106,
chap. 5]. During all this experimental work, random noise excitation was predominantly employed.

The designed excitation signal is then generated and both input and output signals are synchronously acquired. From
the obtained input and output data, the FRFs were derived. To improve the quality of the obtained frequency domain
data, averaging and windowing were used [106, chap. 13].

The obtained FRFs from Va to Vs and to y are compared with the theoretical predictions derived from the multi-body
model in Figure 3.27.

Thedifference inphase between themodel and themeasurements canbe attributed to the sampling timeof0.1msand to
additional delays induced by electronic instrumentation related to the interferometer. The presence of a non-minimum
phase zero in the measured system response (Figure 3.27b), shall be addressed during the experimental phase.

Regarding the amplitude characteristics, the constants ga and gs could be further refined through calibration against
the experimental data.
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Figure 3.27: Comparison of the measured frequency response functions and the finite element model of the APA95ML. Both for
the dynamics from Va to y (a) and from Va to Vs (b).

Integral Force FeedbackwithAPA To further validate thismodelingmethodology, its ability to predict closed-
loop behavior was verified experimentally. Integral Force Feedback (IFF) was implemented using the force sensor stack,
and the measured dynamics of the damped system were compared with model predictions across multiple feedback
gains.

The IFF controller implementation, defined in equation 3.20, incorporated a tunable gain parameter g andwas designed
to provide integral action near the system resonances and to limit the low frequency gain using an high pass filter.

KIFF(s) =
g

s+ 2 · 2π
· s

s+ 0.5 · 2π
(3.20)
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The theoretical damped dynamics of the closed-loop systemwas estimated using the model by computed the root locus
plot shown in Figure 3.28a. For experimental validation, six gain values were tested: g = [0, 10, 50, 100, 500, 1000].
Themeasured FRFs for each gain configurationwere comparedwithmodel predictions, as presented in Figure 3.28b.

The close agreement between experimental measurements and theoretical predictions across all gain configurations
demonstrates the model’s capability to accurately predict both open-loop and closed-loop system dynamics.
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Figure 3.28: Results using Integral Force Feedback with the APA95ML. Closed-loop poles as a function of the controller gain g
are predicted by the root locus plot (a). Circles are predictions from the model while crosses are poles estimated from
the experimental data. Damped plants estimated from the model (dashed curves) and measured ones (solid curves) are
compared in (b) for all tested controller gains.

3.2.1.4 Conclusion

The experimental validation with an Amplified Piezoelectric Actuator confirms that this methodology accurately pre-
dicts both open-loop and closed-loop dynamic behaviors. This verification establishes its effectiveness for component
design and system analysis applications.

The approach will be especially beneficial for optimizing actuators (Section 3.2.2) and flexible joints (Section 3.2.3) for
the active platform.

3.2.2 Actuator Selection

3.2.2.1 Choice of the Actuator based on Specifications

The actuator selection process was driven by several critical requirements derived from previous dynamic analyses. A
primary consideration is the actuator stiffness, which significantly impacts system dynamics through multiple mecha-
nisms. The spindle rotation induces gyroscopic effects that modify plant dynamics and increase coupling, necessitating
sufficient stiffness. Conversely, the actuator stiffness must be carefully limited to ensure the active platform’s suspen-
sionmodes remain below the problematic modes of the micro-station to limit the coupling between the two structures.
These competing requirements suggest an optimal stiffness of approximately 1N/µm.
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Additional specifications arise from the control strategy and physical constraints. The implementation of the decentral-
ized Integral Force Feedback (IFF) architecture necessitates force sensors to be collocated with each actuator. The sys-
tem’s geometric constraints limit the actuator height to 50mm, given the active platform’s maximum height of 95mm
and the presence of flexible joints at each strut extremity. Furthermore, the actuator strokemust exceed themicro-station
positioning errors while providing additional margin formounting adjustments and operational flexibility. An actuator
stroke of≈ 200µm is therefore required.

Three actuator technologies were evaluated (examples of such actuators are shown in Figure 3.29): voice coil actuators,
piezoelectric stack actuators, and amplified piezoelectric actuators. Variable reluctance actuators were not considered
despite their superior efficiency compared to voice coil actuators, as their inherent nonlinearity would introduce control
complexity.

(a) Voice Coil (b) Piezoelectric stack (c) Amplified Piezoelectric Actuator

Figure 3.29: Example of actuators considered for the active platform. Voice coil from Sensata Technologies (a). Piezoelectric stack
actuator from Physik Instrumente (b). Amplified Piezoelectric Actuator fromDSM (c).

Voice coil actuators (shown in Figure 3.29a), when combined with flexure guides of wanted stiffness (≈ 1N/µm),
would require forces in the order of 200N to achieve the specified 200µm displacement. While these actuators offer
excellent linearity and long strokes capabilities, the constant force requirement would result in significant steady-state
current, leading to thermal loads that could compromise system stability. Their advantages (linearity and long stroke)
were not considered adapted for this application, diminishing their benefits relative to piezoelectric solutions.

Conventional piezoelectric stack actuators (shown in Figure 3.29b) present two significant limitations for the current
application. Their stroke is inherently limited to approximately 0.1% of their length, meaning that even with the max-
imum allowable height of 50mm, the achievable stroke would only be 50µm, insufficient for the application. Addi-
tionally, their extremely high stiffness, typically around 100N/µm, exceeds the desired specifications by two orders of
magnitude.

Amplified Piezoelectric Actuators emerged as the optimal solution by addressing these limitations through a specific
mechanical design. The incorporation of a shell structure servesmultiple purposes: it providesmechanical amplification
of thepiezoelectric displacement, reduces the effective axial stiffness tomore suitable levels for the application, and creates
a compact vertical profile. Furthermore, themulti-stack configuration enables one stack to be dedicated to force sensing,
ensuring excellent collocationwith the actuator stacks, a critical feature for implementing robust decentralized IFF [131,
147]. Moreover, using APA for active damping has been successfully demonstrated in similar applications [4].

Several specific APAmodels were evaluated against the established specifications (Table 3.6). The APA300ML emerged
as the optimal choice. This selection was further reinforced by previous experience with APAs from the same man-
ufacturer1, and particularly by the successful validation of the modeling methodology with a similar actuator (Sec-
tion 3.2.1.2). The demonstrated accuracy of the modeling approach for the APA95ML provides confidence in the

1Cedrat technologies.
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reliable prediction of the APA300ML’s dynamic characteristics, thereby supporting both the selection decision and
subsequent dynamical analyses.

Table 3.6: List of some amplified piezoelectric actuators that could be used for the active platform.

Specification APA150M APA300ML APA400MML FPA-0500E-P FPA-0300E-S

Stroke > 200µm 187 304 368 432 240
Stiffness ≈ 1N/µm 0.7 1.8 0.55 0.87 0.58
Resolution < 2 nm 2 3 4 n/a n/a
Blocked Force > 100N 127 546 201 376 139
Height < 50mm 22 30 24 27 16

3.2.2.2 APA300ML - Reduced Order Flexible Body

The validation of the APA300ML started by incorporating a “reduced order flexible body” into the multi-body model
as explained in Section 3.2.1. The FEA model was developed with particular attention to the placement of reference
frames, as illustrated in Figure 3.30b. Seven distinct frames were defined, with blue frames designating the force sensor
stack interfaces for strainmeasurement, red frames denoting the actuator stack interfaces for force application and green
frames for connecting to other elements. 120 additional modes were added during themodal reduction for a total order
of 162. While this high order provides excellent accuracy for validation purposes, it proves computationally intensive
for simulations.

(a) Picture of the APA300ML (b) FEM of the APA300ML

Figure 3.30: Amplified Piezoelectric Actuator APA300ML. Picture shown in (a). Frames (or “remote points”) used for the modal
reduction are shown in (b).

The sensor and actuator “constants” (gs andga) derived inSection3.2.1.2 for theAPA95MLwereused for theAPA300ML
model, as both actuators employ identical piezoelectric stacks.

3.2.2.3 Simpler 2-DoFsModel of the APA300ML

To facilitate efficient time-domain simulations while maintaining essential dynamic characteristics, a simplified two-
degree-of-freedommodel, adapted from [131], was developed.

This model, illustrated in Figure 3.31, comprises three components. The mechanical shell is characterized by its axial
stiffness k1 and damping c1. The actuator is modeled with stiffness ka and damping ca, incorporating a force source
f . This force is related to the applied voltage Va through the actuator constant ga. The sensor stack is modeled with
stiffness ke and damping ce, with its deformation dL being converted to the output voltage Vs through the sensor
sensitivity gs.
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SensorShell

Actuator

Figure 3.31: Schematic of the 2-DoFs model of the Amplified Piezoelectric Actuator.

While providing computational efficiency, this simplified model has inherent limitations. It considers only axial behav-
ior, treating the actuator as infinitely rigid in other directions. Several physical characteristics are not explicitly repre-
sented, including the mechanical amplification factor and the actual stress the piezoelectric stacks. Nevertheless, the
model’s primary advantage lies in its simplicity, adding only four states to the systemmodel.

Themodel requires tuning of 8 parameters (k1, c1, ke, ce, ka, ca, gs, and ga) to match the dynamics extracted from the
FEA.

The shell parameters k1 and c1 were determined first through analysis of the zero in the Va to Vs transfer function. The
physical interpretation of this zero can be understood through root locus analysis: as controller gain increases, the poles
of a closed-loop system converge to the open-loop zeros. The open-loop zero therefore corresponds to the poles of the
system with a theoretical infinite-gain controller that ensures zero force in the sensor stack. This condition effectively
represents the dynamics of an APA without the force sensor stack (i.e. an APA with only the shell). This physical
interpretation enables straightforward parameter tuning: k1 determines the frequency of the zero, while c1 defines its
damping characteristic.

The stack parameters (ka, ca, ke, ce) were then derived from the first pole of the Va to y response. Given that identical
piezoelectric stacks are used for both sensing and actuation, the relationships ke = 2ka and ce = 2ca were enforced,
reflecting the series configuration of the dual actuator stacks. Finally, the sensitivities gs and ga were adjusted to match
the DC gains of the respective transfer functions.

The resulting parameters, listed inTable 3.7, yield dynamic behavior that closelymatches the high-order FEM, as demon-
strated in Figure 3.32. While higher-order modes and non-axial flexibility are not captured, the model accurately repre-
sents the fundamental dynamics within the operational frequency range.

Table 3.7: Summary of the obtained parameters for the 2-DoFs APA300MLmodel.

Parameter Value

k1 0.30N/µm
ke 4.3N/µm
ka 2.15N/µm
c1 18Ns/m
ce 0.7Ns/m
ca 0.35Ns/m
ga 2.7N/V
gs 0.53V/µm
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Figure 3.32: Comparison of the transfer functions extracted from the finite element model of the APA300ML and of the 2-DoFs
model. Both for the dynamics from Va to di (a) and from Va to Vs (b).

3.2.2.4 Electrical characteristics of the APA

The behavior of piezoelectric actuators is characterized by coupled constitutive equations that establish relationships
between electrical properties (charges, voltages) and mechanical properties (stress, strain) [123, chapter 5.5].

To evaluate the impact of electrical boundary conditions on the system dynamics, experimental measurements were
conducted using theAPA95ML, comparing the transfer function fromVa to y under two distinct configurations. With
the force sensor stack in open-circuit condition (analogous to voltage measurement with high input impedance) and in
short-circuit condition (similar to charge measurement with low output impedance). As demonstrated in Figure 3.33,
short-circuiting the force sensor stack results in a minor decrease in resonance frequency. The developed models of the
APA do not represent such behavior, but as this effect is quite small, this validates the simplifying assumption made in
the models.
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Figure 3.33: Effect of the electrical boundaries of the force sensor stack on the APA95ML resonance frequency.
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However, the electrical characteristics of theAPA remain crucial for instrumentation design. Proper considerationmust
be given to voltage amplifier specifications and force sensor signal conditioning requirements. These aspects will be
addressed in the instrumentation chapter.

3.2.2.5 Validationwith the Active Platform

The integration of the APA300ML model within the active platform simulation framework served two validation ob-
jectives: to validate the APA300ML choice through analysis of system dynamics with APA modeled as flexible bodies,
and to validate the simplified 2-DoFs model through comparative analysis with the full FEM implementation.

The dynamics predicted using the flexible body model align well with the design requirements established during the
conceptual phase. The dynamics from u to Vs exhibits the desired alternating pole-zero pattern (Figure 3.34a), a crit-
ical characteristic for implementing robust decentralized Integral Force Feedback. Additionally, the model predicts no
problematic high-frequency modes in the dynamics from u to εL (Figure 3.34b), maintaining consistency with earlier
conceptual simulations. These findings suggest that the control performance targets established during the conceptual
phase remain achievable with the selected actuator.

Comparative analysis between the high-order FEM implementation and the simplified 2-DoFs model (Figure 3.34)
demonstrates remarkable agreement in the frequency range of interest. This validates the use of the simplified model
for time-domain simulations. The reduction in model order is substantial: while the FEM implementation results in
approximately 300 states (36 states per actuator plus 12 additional states), the 2-DoFs model requires only 24 states for
the complete active platform.

These results validate both the selection of the APA300ML and the effectiveness of the simplified modeling approach
for the active platform.
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(b) f to fm

Figure 3.34: Comparison of the dynamics obtained between an active platform having the actuators modeled with FEM and an
active platform having actuators modeled as 2-DoFs system. Both from actuator force f to strut motion measured by
external metrology εL (b) and to the force sensors fm (a).
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3.2.3 Flexible Joint Design

High-precision position control at the nanometer scale requires systems to be free from friction and backlash, as these
nonlinear phenomena severely limit achievable positioning accuracy. This fundamental requirement prevents the use
of conventional joints, necessitating instead the implementation of flexible joints that achieve motion through elastic
deformation. For Stewart platforms requiring nanometric precision, numerous flexible joint designs have been devel-
oped and successfully implemented, as illustrated in Figure 3.35. For design simplicity and component standardization,
identical joints are employed at both ends of the active platform struts.

(a)

Spherical

Universal

(b) (c)

Figure 3.35: Example of different flexible joints geometry used for Stewart platforms. (a) Typical “universal” flexible joint used in
[113]. (b) Torsional stiffness can be explicitly specified as done in [156]. (c) “Thin” flexible joints having “notch curves”
[39].

While ideally these joints would permit free rotation about defined axes while maintaining infinite rigidity in other
DoFs, practical implementations exhibit parasitic stiffness that can impact control performance [93]. This section ex-
amines how these non-ideal characteristics affect system behavior, focusing particularly on bending/torsional stiffness
(Section 3.2.3.1) and axial compliance (Section 3.2.3.2).

The analysis of bending and axial stiffness effects enables the establishment of comprehensive specifications for the flex-
ible joints. These specifications guide the development and optimization of a flexible joint design through FEA (Sec-
tion 3.2.3.3). The validation process, detailed in Section 3.2.3.4, begins with the integration of the joints as “reduced
order flexible bodies” in the active platform model, followed by the development of computationally efficient lower-
order models that preserve the essential dynamic characteristics of the flexible joints.

3.2.3.1 Bending and Torsional Stiffness

The presence of bending stiffness in flexible joints causes the forces applied by the struts to deviate from the strut direc-
tion [93] and can affect system dynamics.

To quantify these effects, simulations were conducted with the micro-station considered rigid and using simplified 1-
DoF actuators (stiffness of 1N/µm) without parallel stiffness to the force sensors. Flexible joint bending stiffness was
varied from 0 (ideal case) to 500Nm/rad.

Analysis of the plant dynamics reveals two significant effects. For the transfer function from f to εL, bending stiffness
increases low-frequency coupling, though this remains small for realistic stiffness values (Figure 3.36a). In [93], it is
established that forces remain effectively aligned with the struts when the flexible joint bending stiffness is much small
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than the actuator stiffness multiplied by the square of the strut length. For the active platform, this corresponds to
having the bending stiffness much lower than 9000 Nm/rad. This condition is more readily satisfied with the relatively
stiff actuators selected, and could be problematic for softer Stewart platforms.

For the force sensor plant, bending stiffness introduces complex conjugate zeros at low frequency (Figure 3.36b). This
behavior resembles having parallel stiffness to the force sensor as was the case with the APA300ML (see Figure 3.34b).
However, this time the parallel stiffness does not comes from the considered strut, but from the bending stiffness of the
flexible joints of the other five struts. This characteristic impacts the achievable damping using decentralized Integral
Force Feedback [113]. This is confirmed by the root locus plot in Figure 3.37a. This effect becomes less significant when
using the selected APA300ML actuators (Figure 3.37b), which already incorporate parallel stiffness by design which is
higher than the one induced by flexible joint stiffness.

Aparallel analysis of torsional stiffness revealed similar effects, though theseproved less critical for systemperformance.
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Figure 3.36: Effect of bending stiffness of the flexible joints on the plant dynamics. Both from actuator force f to strut motion
measured by external metrology εL (a) and to the force sensors fm (b).
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Figure 3.37: Effect of bending stiffness of the flexible joints on the attainable damping with decentralized IFF. For 1-DoF actuators
(a), and with the 2-DoFs model of the APA300ML (b).
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3.2.3.2 Axial Stiffness

The limited axial stiffness (ka) of flexible joints introduces an additional compliance between the actuation point and the
measurement point. As explained in [109, chapter 6] and in [117] (effect called “actuator flexibility”), such intermediate
flexibility invariably degrades control performance. Therefore, determining the minimum acceptable axial stiffness that
maintains active platform performance becomes crucial.

The analysis incorporates the strut mass (112g per APA300ML) to accurately model internal resonance effects. A para-
metric study was conducted by varying the axial stiffness from 1N/µm (matching actuator stiffness) to 1000N/µm
(approximating rigid behavior). The resulting dynamics (Figure 3.38) reveal distinct effects on system dynamics.

The force-sensor (IFF) plant exhibits minimal sensitivity to axial compliance, as evidenced by both FRFs (Figure 3.38b)
and root locus analysis (Figure 3.39a).

However, the transfer function from f to εL demonstrates significant effects: internal strut modes appear at high-
frequencies, introducing substantial cross-coupling between axes. This coupling is quantified through Relative Gain
Array (RGA) analysis of the damped system (Figure 3.39b), which confirms increasing interaction between control
channels at frequencies above the joint-induced resonance.

Above this resonance frequency, two critical limitations emerge. First, the system exhibits strong coupling between con-
trol channels, making decentralized control strategies ineffective. Second, control authority diminishes significantly near
the resonant frequencies. These effects fundamentally limit achievable control bandwidth, making high axial stiffness
essential for system performance.

Based on this analysis, an axial stiffness specification of 100N/µmwas established for the active platform joints.
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Figure 3.38: Effect of axial stiffness of the flexible joints on the plant dynamics. Both fromactuator forcef to strutmotionmeasured
by external metrology εL (a) and to the force sensors fm (b).

3.2.3.3 Specifications andDesign of Flexible Joints

The design of flexible joints for precision applications requires careful consideration of multiple mechanical character-
istics. Critical specifications include sufficient bending stroke to ensure long-term operation below yield stress, high
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Figure 3.39: Effect of axial stiffness of the flexible joints on the attainable damping with decentralized IFF (a). Estimation of the
coupling of the damped plants using the RGA-number (b).

axial stiffness for precise positioning, low bending and torsional stiffnesses to minimize parasitic forces, adequate load
capacity, and well-defined rotational axes. Based on the dynamic analysis presented in previous sections, quantitative
specifications were established and are summarized in Table 3.8.

Table 3.8: Specifications for the flexible joints and estimated characteristics from the Finite Element Model.

Specification FEM

Axial Stiffness ka > 100N/µm 94
Shear Stiffness ks > 1N/µm 13
Bending Stiffness kf < 100Nm/rad 5
Torsion Stiffness kt < 500Nm/rad 260
Bending Stroke > 1mrad 24.5

Amongvarious possible flexible joint architectures, the design shown inFigure 3.40was selected for three key advantages.
First, the geometry creates coincidentx and y rotation axes, ensuringwell-defined kinematic behavior, important for the
precise definition of the active platform Jacobian matrix. Second, the design allows easy tuning of different directional
stiffnesses through a limited number of geometric parameters. Third, the architecture inherently provides high axial
stiffness while maintaining the required compliance in rotational DoFs.

The joint geometry was optimized through parametric FEA. The optimization process revealed an inherent trade-off
between maximizing axial stiffness and achieving sufficiently low bending/torsional stiffness, while maintaining mate-
rial stresses within acceptable limits. The final design, featuring a neck dimension of 0.25mm, achieves mechanical
properties closely matching the target specifications, as verified through FEA and summarized in Table 3.8.

3.2.3.4 Validationwith the Active Platform

The designed flexible joint was first validated through integration into the active platform model using reduced-order
flexible bodies derived from FEA. This high-fidelity representation was created by defining two interface frames (Fig-
ure 3.41) and extracting six additional modes, resulting in reduced-order mass and stiffness matrices of dimension 18×
18. The computed transfer functions from actuator forces to both force sensor measurements (f to fm) and exter-
nal metrology (f to εL) demonstrate dynamics consistent with predictions from earlier analyses (Figure 3.42), thereby
validating the joint design.
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x rot
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(a) 3D view (b) Key dimensions

Figure 3.40: Designed flexible joints.

Figure 3.41: Defined frames for the reduced order flexible body. The two flat interfaces are considered rigid, and are linked to the
two frames {F} and {M} both located at the center of rotation.

While this detailed modeling approach provides high accuracy, it results in a significant increase in systemmodel order.
The complete active platform model incorporates 240 states: 12 for the payload (6 DOF), 12 for the 2DOF struts,
and 216 for the flexible joints (18 states for each of the 12 joints). To improve computational efficiency, a low order
representation was developed using simplified joint elements with selective compliance DoF.

After evaluating various configurations, a compromise was achieved by modeling bottom joints with bending and axial
stiffness (kf and ka), and top joints with bending, torsional, and axial stiffness (kf , kt and ka). This simplification
reduces the total model order to 48 states: 12 for the payload, 12 for the struts, and 24 for the joints (12 each for bottom
and top joints). While additional DoFs could potentially capture more dynamic features, the selected configuration
preserves essential system characteristics while minimizing computational complexity.

Conclusion

In this chapter, the methodology of combining Finite Element Analysis with multi-body modeling has been demon-
strated and validated, proving particularly valuable for the detailed design of active platform components. The ap-
proach was first validated using an amplified piezoelectric actuator, where predicted dynamics showed excellent agree-
ment with experimental measurements for both open and closed-loop behavior. This validation established confidence
in the method’s ability to accurately predict component behavior within a larger system.

The methodology was then successfully applied to optimize two critical components. For the actuators, it enabled vali-
dation of the APA300ML selection while providing both high-fidelity and computationally efficient models for system
simulation. Similarly, for the flexible joints, the analysis of bending and axial stiffness effects led to clear specifications
and an optimized design that balances competing mechanical requirements. In both cases, the ability to seamlessly inte-
grate finite element models into the multi-body framework proved essential for understanding component interactions
and their impact on system-level dynamics.
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Figure 3.42: Comparison of the dynamics obtained between an active platform including joints modeled with FEM and an active
platform having 2-DoFs bottom joints and 3-DoFs top joints. Both from actuator force f to strut motion measured
by external metrology εL (a) and to the force sensors fm (b).

A key outcome of this work is the development of reduced-order models that maintain prediction accuracy while en-
abling efficient time-domain simulation. Such model reduction, guided by detailed understanding of component be-
havior, provides the foundation for subsequent control system design and optimization.
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3.3 Control Optimization

Three critical elements for the control of parallel manipulators such as the active platform were identified: effective
use and combination of multiple sensors, appropriate plant decoupling strategies, and robust controller design for the
decoupled system.

During the conceptual design phase of the NASS, pragmatic approaches were implemented for each of these elements.
The High Authority Control / Low Authority Control (HAC-LAC) architecture was selected for combining sensors.
Control was implemented in the frame of the struts, leveraging the inherent low-frequency decoupling of the plant
where all decoupled elements exhibited similar dynamics, thereby simplifying the Single Input Single Output (SISO)
controller design process. For these decoupled plants, open-loop shaping techniques were employed to tune the indi-
vidual controllers.

While these initial strategies proved effective in validating the NASS concept, this work explores alternative approaches
with thepotential to further enhance theperformance. Section3.3.1 examines differentmethods for combiningmultiple
sensors, with particular emphasis on sensor fusion techniques that are based on complementary filters. Anovel approach
for designing these filters is proposed, which allows optimization of the sensor fusion effectiveness.

Section 3.3.2 presents a comparative analysis of various decoupling strategies, including Jacobian decoupling, modal
decoupling, and Singular Value Decomposition (SVD) decoupling. Each method is evaluated in terms of its theoretical
foundations, implementation requirements, and performance characteristics, providing insights into their respective
advantages for different applications.

Finally, Section 3.3.3 addresses the challenge of controller design for decoupled plants. A method for directly shap-
ing closed-loop transfer functions using complementary filters is proposed, offering an intuitive approach to achieving
desired performance specifications while ensuring robustness to plant uncertainty.

3.3.1 Multiple Sensor Control

The literature review of Stewart platforms revealed a wide diversity of designs with various sensor and actuator config-
urations. Control objectives (such as active damping, vibration isolation, or precise positioning) directly dictate sensor
selection, whether inertial, force, or relative position sensors.

In cases where multiple control objectives must be achieved simultaneously, as is the case for the Nano Active Stabiliza-
tion System (NASS)where the Stewart platformmust bothposition the sample andprovide isolation frommicro-station
vibrations, combiningmultiple sensorswithin the control architecture has beendemonstrated to yield significant perfor-
mance benefits [57]. From the literature, three principal approaches for combining sensors have been identified: High
Authority Control / Low Authority Control, sensor fusion, and two-sensor control architectures.

TheHAC-LACapproach employs a dual-loop control strategy inwhich two control loops are using different sensors for
distinct purposes (Figure 3.43a). In [85], vibration isolation is provided by accelerometers collocated with the voice coil
actuators, while external rotational sensors are used to achieve pointing control. In [51], force sensors collocated with
themagnetostrictive actuators are used for active damping using decentralized IFF, and subsequently accelerometers are
employed for adaptive vibration isolation. Similarly, in [149], piezoelectric actuators with collocated force sensors are
used in a decentralizedmanner to provide active dampingwhile accelerometers are implemented in an adaptive feedback
loop to suppress periodic vibrations. In [154], force sensors are integrated in the struts for decentralized force feedback
while accelerometers fixed to the top platform are employed for centralized control.
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Figure 3.43: Different control architectures combining multiple sensors. High Authority Control / Low Authority Control (a),
Sensor Fusion (c) and Two-Sensor Control (b).

The second approach, sensor fusion (illustrated in Figure 3.43c), involves filtering signals from two sensors using com-
plementary filters1 and summing them to create an improved sensor signal. In [57], geophones (used at low frequency)
are merged with force sensors (used at high-frequency). It is demonstrated that combining both sensors using sensor
fusion can improve performance compared to using only one of the two sensors. In [144], sensor fusion architecture is
implemented with an accelerometer and a force sensor. This implementation is shown to simultaneously achieve high
damping of structural modes (through the force sensors) whilemaintaining very low vibration transmissibility (through
the accelerometers).

In [12], the performance of sensor fusion is compared with the more general case of “two-sensor control” (illustrated
in Figure 3.43b). It is highlighted that “two-sensor control” provides greater control freedom, potentially enhancing
performance. In [140], the use of force sensors and geophones is compared for vibration isolation purposes. Geophones
are shown to provide better isolation performance than load cells but suffer from poor robustness. Conversely, the
controller based on force sensors exhibited inferior performance (due to the presence of a pair of low frequency zeros),
but demonstrated better robustness properties. A “two-sensor control” approach was proven to perform better than
controllers based on individual sensors while maintaining better robustness. A Linear Quadratic Gaussian (LQG) was
employed to optimize the two-input/one-output controller.

Beyond these three main approaches, other control architectures have been proposed for different purposes. For in-
stance, in [156], a first control loop based on force sensors and relative motion sensors is implemented to compensate
for parasitic stiffness of the flexible joints. Subsequently, the system is decoupled in the modal space (facilitated by the
removal of parasitic stiffness) and accelerometers are employed for vibration isolation.

1A set of two complementary filters are two transfer functions that sum to one.
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The HAC-LAC architecture was previously investigated during the conceptual phase and successfully implemented
to validate the NASS concept, demonstrating excellent performance. At the other end of the spectrum, the two-sensor
approach yields greater control design freedombut introduces increased complexity in tuning, and thuswas not pursued
in this study. This work instead focuses on sensor fusion, which represents a promising middle ground between the
proven HAC-LAC approach and the more complex two-sensor control strategy.

A review of sensor fusion is first presented in Section 3.3.1.1. Then, in Section 3.3.1.2, both the robustness of the fusion
and the noise characteristics of the resulting “fused sensor” are derived and expressed as functions of the complementary
filters’ norms. A synthesis method for shaping complementary filters is proposed in Section 3.3.1.3. The investigation
is then extended beyond the conventional two-sensor scenario, demonstrating how the proposed complementary filter
synthesis can be generalized for applications requiring the fusion of three or more sensors (Section 3.3.1.4).

3.3.1.1 Review of Sensor Fusion

Measuring a physical quantity using sensors is always subject to several limitations. First, the accuracy of the measure-
ment is affected by various noise sources, such as electrical noise from the conditioning electronics. Second, the fre-
quency range in which the measurement is relevant is bounded by the bandwidth of the sensor. One way to overcome
these limitations is to combine several sensors using a technique called “sensor fusion” [13]. Fortunately, a wide variety
of sensors exists, each with different characteristics. By carefully selecting the sensors to be fused, a “super sensor” is
obtained that combines the benefits of the individual sensors.

In some applications, sensor fusion is employed to increase measurement bandwidth [128, 162]. For instance, in [128],
the bandwidth of a position sensor is extended by fusing it with an accelerometer that provides high-frequency motion
information. In other applications, sensor fusion is used to obtain an estimate of the measured quantity with reduced
noise [16, 67, 68, 107]. More recently, the fusion of sensorsmeasuring different physical quantities has been proposed to
enhance control properties [27, 158]. In [27], an inertial sensor used for active vibration isolation is fused with a sensor
collocated with the actuator to improve the stability margins of the feedback controller.

Beyond Stewart platforms, practical applications of sensor fusion are numerous. It is widely implemented for attitude
estimation in autonomous vehicles such as unmanned aerial vehicles [8, 28, 72] and underwater vehicles [11, 105].
Sensor fusion offers significant benefits for high-performance positioning control as demonstrated in [128, 158, 162].
It has also been identified as a key technology for improving the performance of active vibration isolation systems [144].
Emblematic examples include the isolation stages of gravitational wave detectors [27, 59] such as those employed at
LIGO [67, 68] and Virgo [87].

Two principal methods are employed to perform sensor fusion: using complementary filters [7] or using Kalman filter-
ing [15]. For sensor fusion applications, these methods share many relationships [15, 16, 48, 61]. However, Kalman
filtering requires assumptions about the probabilistic characteristics of sensor noise [16], whereas complementary filters
do not impose such requirements. Furthermore, complementary filters offer advantages over Kalman filtering for sen-
sor fusion through their general applicability, low computational cost [61], and intuitive nature, as their effects can be
readily interpreted in the frequency domain.

A set of filters is considered complementary if the sum of their transfer functions equals one at all frequencies. In early
implementations of complementary filtering, analog circuits were used to physically realize the filters [7]. While analog
complementary filters remain in use today [99, 158], digital implementation is nowmore common as it provides greater
flexibility.

Various design methods have been developed to optimize complementary filters. The most straightforward approach
is based on analytical formulas, which depending on the application may be first order [28, 157, 158], second order [8,
72, 136], or higher orders [27, 91, 128, 136, 162]. Since the characteristics of the super sensor depend on proper com-
plementary filter design [37], several optimization techniques have emerged—ranging from optimizing parameters for
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analytical formulas [48, 72] to employing convex optimization tools [67, 68] such as linear matrix inequalities [105].
As demonstrated in [107], complementary filter design can be linked to the standardmixed-sensitivity control problem,
allowing powerful classical control theory tools to be applied. For example, in [72], two gains of a Proportional Integral
(PI) controller are optimized to minimize super sensor noise.

All these complementary filter designmethods share the common objective of creating a super sensor with desired char-
acteristics, typically in terms of noise and dynamics. As reported in [107, 162], phase shifts andmagnitude bumps in the
super sensor dynamics may occur if complementary filters are poorly designed or if sensors are improperly calibrated.
Therefore, the robustness of the fusion must be considered when designing complementary filters. Despite the numer-
ous designmethods proposed in the literature, a simple approach that specifies desired super sensor characteristics while
ensuring good fusion robustness has been lacking.

Fortunately, both fusion robustness and super sensor characteristics canbe linked to complementaryfiltermagnitude [37].
Basedon this relationship, thepresentwork introduces an approach todesigning complementaryfilters usingH∞-synthesis,
which enables intuitive shaping of complementary filter magnitude in a straightforward manner.

3.3.1.2 Sensor Fusion and Complementary Filters Requirements

A general sensor fusion architecture using complementary filters is shown in Figure 3.44, wheremultiple sensors (in this
case two) measure the same physical quantity x. The sensor output signals x̂1 and x̂2 represent estimates of x. These
estimates are filtered by complementary filters and combined to form a new estimate x̂.

Super Sensor

Normalized
Sensors

Complementary
Filters

Sensor 1

Sensor 2

H1(s)

H2(s)

+x

x̂1

x̂2

x̂

Figure 3.44: Schematic of a sensor fusion architecture using complementary filters.

The complementary property of filtersH1(s) andH2(s) requires that the sum of their transfer functions equals one at
all frequencies (3.21).

H1(s) +H2(s) = 1 (3.21)

SensorModels and SensorNormalization To analyze sensor fusion architectures, appropriate sensormodels
are required. Themodel shown in Figure 3.45a consists of a Linear Time Invariant (LTI) systemGi(s) representing the
sensor dynamics and an input ni representing sensor noise. The model input x is the measured physical quantity, and
its output x̃i is the “raw” output of the sensor.

Prior to filtering the sensor outputs x̃i with complementary filters, the sensors are typically normalized to simplify the
fusion process. This normalization involves using an estimate Ĝi(s) of the sensor dynamics Gi(s), and filtering the
sensor output by the inverse of this estimate Ĝ−1

i (s), as shown in Figure 3.45b. It is assumed that the sensor inverse
Ĝ−1

i (s) is proper and stable. This approach ensures that the units of the estimates x̂i match the units of the physical
quantity x. The sensor dynamics estimate Ĝi(s)may be a simple gain or a more complex transfer function.
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ni

x̃i x̂i

(b)Normalized sensor using the inverse of an estimate Ĝ

Figure 3.45: Sensor models with and without normalization.

Two normalized sensors are then combined to form a super sensor as shown in Figure 3.46. The two sensors measure
the same physical quantity x with dynamics G1(s) and G2(s), and with uncorrelated noises n1 and n2. The signals
from both normalized sensors are fed into two complementary filtersH1(s) andH2(s) and then combined to yield an
estimate x̂ of x. The super sensor output x̂ is therefore described by (3.22).

x̂ =
(
H1(s)Ĝ

−1
1 (s)G1(s)+H2(s)Ĝ

−1
2 (s)G2(s)

)
x+H1(s)Ĝ

−1
1 (s)G1(s)n1+H2(s)Ĝ

−1
2 (s)G2(s)n2 (3.22)
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Figure 3.46: Sensor fusion architecture with two normalized sensors.

Noise Sensor Filtering First, consider the case where all sensors are perfectly normalized (3.23). The effects of
imperfect normalization will be addressed subsequently.

x̂i

x
= Ĝi(s)Gi(s) = 1 (3.23)

In that case, the super sensor output x̂ equals x plus the filtered noise from both sensors (3.24). From this equation, it
is evident that the complementary filtersH1(s) andH2(s) operate solely on the sensor noise. Thus, this sensor fusion
architecture allows filtering of sensor noise without introducing distortion in the measured physical quantity. This
fundamental property necessitates that the two filters are complementary.

x̂ = x+H1(s)n1 +H2(s)n2 (3.24)

The estimation error εx, defined as the difference between the sensor output x̂ and themeasuredquantityx, is computed
for the super sensor (3.25).
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εx , x̂− x = H1(s)n1 +H2(s)n2 (3.25)

As shown in (3.26), the Power Spectral Density (PSD) of the estimation errorΦεx depends both on the norm of the two
complementary filters and on the PSD of the noise sourcesΦn1 andΦn2 .

Φεx(ω) = |H1(jω)|2Φn1
(ω) + |H2(jω)|2Φn2

(ω) (3.26)

If the two sensors have identical noise characteristics (Φn1
(ω) = Φn2

(ω)), simple averaging (H1(s) = H2(s) =
0.5) would minimize the super sensor noise. This represents the simplest form of sensor fusion using complementary
filters.

However, sensors typically exhibit high noise levels in different frequency regions. In such cases, to reduce the noise of
the super sensor, |H1(jω)| should be minimized when Φn1(ω) exceeds Φn2(ω), and |H2(jω)| should be minimized
when Φn2

(ω) exceeds Φn1
(ω). Therefore, by appropriately shaping the norm of the complementary filters, the noise

of the super sensor can be minimized.

Sensor FusionRobustness In practical systems, sensor normalization is rarely perfect, and condition (3.23) is not
fully satisfied. To analyze such imperfections, a multiplicative input uncertainty is included into the sensor dynamics
(Figure 3.47a). The nominal model is the estimated model used for normalization Ĝi(s), ∆i(s) is any stable trans-
fer function satisfying |∆i(jω)| ≤ 1, ∀ω, and wi(s) is a weighting transfer function representing the magnitude of
uncertainty.

Since thenominal sensor dynamics is taken as thenormalizedfilter, thenormalized sensormodel canbe further simplified
as shown in Figure 3.47b.

Normalized
sensorSensor

w1(s) ∆1(s)

+ + Ĝ1(s) Ĝ−1
1 (s)

x

n1
x̃1 x̂1

(a) Sensor with multiplicative input uncertainty

Normalized
sensor

w1(s) ∆1(s)

+ +x
n1

x̂1

(b) Simplified normalized sensor model

Figure 3.47: Sensor models with dynamical uncertainty.

The sensor fusion architecture including sensor models with dynamical uncertainty is illustrated in Figure 3.48a. The
super sensor dynamics (3.27) is no longer unity but depends on the sensor dynamical uncertainty weights wi(s) and
the complementary filtersHi(s). The dynamical uncertainty of the super sensor can be graphically represented in the
complex plane by a circle centered on 1with a radius equal to |w1(jω)H1(jω)|+ |w2(jω)H2(jω)| (Figure 3.48b).

x̂

x
= 1 + w1(s)H1(s)∆1(s) + w2(s)H2(s)∆2(s) (3.27)

The super sensor dynamical uncertainty, and consequently the robustness of the fusion clearly depends on the com-
plementary filters’ norm. As it is generally desired to limit the dynamical uncertainty of the super sensor, the norm of
the complementary filter |Hi(jω)| should be made small when |wi(jω)| is large, i.e., at frequencies where the sensor
dynamics is uncertain.
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Figure 3.48: Sensor fusion architecture with sensor dynamics uncertainty (a). Uncertainty region (b) of the super sensor dynamics
in the complex plane (grey circle). The contribution of both sensors 1 and 2 to the total uncertainty are represented
respectively by a blue circle and a red circle. The uncertainty region is function of frequency, which is omitted.

3.3.1.3 Complementary Filters Shaping

As established in Section 3.3.1.2, the super sensor’s noise characteristics and robustness are directly dependent on the
complementary filters’ norm. A synthesis method enabling precise shaping of these norms would therefore offer sub-
stantial practical benefits. This section develops such an approach by formulating the design objective as a standardH∞
optimization problem. The methodology for designing appropriate weighting functions (which specify desired com-
plementary filter shape during synthesis) is examined in detail, and the efficiency of the proposed method is validated
with a simple example.

Synthesis Objective The primary objective is to shape the norms of two filters H1(s) and H2(s) while ensur-
ing they maintain their complementary property as defined in (3.21). This is equivalent to finding proper and stable
transfer functionsH1(s) andH2(s) that satisfy conditions (3.28a), (3.28b), and (3.28c). Weighting transfer functions
W1(s) andW2(s) are strategically selected to define the maximum desired norm of the complementary filters during
the synthesis process.

H1(s) +H2(s) = 1 (3.28a)

|H1(jω)| ≤
1

|W1(jω)|
∀ω (3.28b)

|H2(jω)| ≤
1

|W2(jω)|
∀ω (3.28c)

Shaping of Complementary Filters usingH∞ synthesis The synthesis objective can be expressed as a stan-
dardH∞ optimization problem by considering the generalized plant P (s) illustrated in Figure 3.49a and mathemati-
cally described by (3.29).

z1z2
v

 = P (s)

[
w
u

]
; P (s) =

W1(s) −W1(s)
0 W2(s)
1 0

 (3.29)
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Figure 3.49: Architecture for theH∞-synthesis of complementary filters.

Applying standardH∞-synthesis to the generalized plant P (s) is equivalent to finding a stable filterH2(s) that, based
on input v, generates an output signalu such that theH∞ normof the system shown in Figure 3.49b fromw to [z1, z2]
does not exceed unity, as expressed in (3.30).

∥∥∥∥(1−H2(s))W1(s)
H2(s)W2(s)

∥∥∥∥
∞

≤ 1 (3.30)

By definingH1(s) as the complement ofH2(s) (3.31), theH∞-synthesis objective becomes equivalent to (3.32), en-
suring that conditions (3.28b) and (3.28c) are satisfied.

H1(s) , 1−H2(s) (3.31)

∥∥∥∥H1(s)W1(s)
H2(s)W2(s)

∥∥∥∥
∞

≤ 1 (3.32)

Therefore, applyingH∞-synthesis to the standard plant P (s) generates two filters,H2(s) andH1(s) , 1 − H2(s),
that are complementary as required by (3.28), with norms boundedby the specified constraints in (3.28b) and (3.28c).

It should be noted that there exists only an implication (not an equivalence) between theH∞ norm condition in (3.32)
and the initial synthesis objectives in (3.28b) and (3.28c). Consequently, the optimization may be somewhat conserva-
tive with respect to the set of filters on which it operates [130, Chap. 2.8.3].

Weighting Functions Design Weighting functions play a crucial role during synthesis by specifying the maxi-
mum allowable norms for the complementary filters. The proper design of these weighting functions is essential for the
successful implementation of the proposedH∞-synthesis approach.

Three key considerations should guide the design ofweighting functions. First, only proper and stable transfer functions
should be employed. Second, the order of the weighting functions should remain reasonably small to minimize compu-
tational costs associated with solving the optimization problem and to facilitate practical implementation of the filters
(as the order of the synthesized filters equals the sum of the weighting functions’ orders). Third, the fundamental limi-
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tations imposed by the complementary property (3.21) must be respected, which implies that |H1(jω)| and |H2(jω)|
cannot both be made small at the same frequency.

When designing complementary filters, it is typically desirable to specify their slopes, “blending” frequency, and maxi-
mum gains at low and high frequencies. To facilitate the expression of these specifications, formula (3.33) is proposed
for the design of weighting functions. The parameters in this formula areG0 = limω→0 |W (jω)| (the low-frequency
gain), G∞ = limω→∞ |W (jω)| (the high-frequency gain), Gc = |W (jωc)| (the gain at a specific frequency ωc in
rad/s), and n (the slope between high and low frequency, which also corresponds to the order of the weighting func-
tion). The typical magnitude response of a weighting function generated using (3.33) is illustrated in Figure 3.50.
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Figure 3.50:Magnitude of a weighting function generated
using (3.33),G0 = 10−3,G∞ = 10, ωc =
10Hz,Gc = 2, n = 3.
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Validation of the Proposed Synthesis Method The proposed methodology for designing complementary
filters is now applied to a simple example. Consider the design of two complementary filtersH1(s) andH2(s)with the
following requirements:

• The blending frequency should be approximately 10Hz

• The slope of |H1(jω)| should be+2 below 10Hz, with a low-frequency gain of 10−3

• The slope of |H2(jω)| should be−3 above 10Hz, with a high-frequency gain of 10−3

The first step involves translating these requirements by appropriately designing the weighting functions. The formula
proposed in (3.33) is employed for this purpose. The parameters used are summarized in Table 3.9. The inverse magni-
tudes of the designedweighting functions, which represent themaximumallowable norms of the complementary filters,
are depicted by the dashed lines in Figure 3.51.

W1(s) W2(s)

G0 0.1 1000
G∞ 1000 0.1
ωc 2π · 10 2π · 10
Gc 0.45 0.45
n 2 3

Table 3.9: Parameters forW1(s) andW2(s)
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Figure 3.51:Weights and obtained filters.
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StandardH∞-synthesis is then applied to the generalized plant shown in Figure 3.49a. This yields the filterH2(s) that
minimizes theH∞ norm from input w to outputs [z1, z2]ᵀ. The resultingH∞ norm is found to be close to unity,
indicating successful synthesis: the norms of the complementary filters remain below the specified upper bounds. This
is confirmed by the Bode plots of the obtained complementary filters in Figure 3.51. This straightforward example
demonstrates that the proposed methodology for shaping complementary filters is both simple and effective.

3.3.1.4 Synthesis of a set of Three Complementary Filters

Some applications require the fusion ofmore than two sensors [48, 136]. At LIGO, for example, a super sensor is formed
by merging three distinct sensors: a LVDT, a seismometer, and a geophone [91].

For merging n > 2 sensors with complementary filters, two architectural approaches are possible, as illustrated in Fig-
ure 3.52. Fusion can be implemented either “sequentially,” usingn−1 sets of two complementary filters (Figure 3.52a),
or “in parallel,” employing a single set of n complementary filters (Figure 3.52b).

While conventional sensor fusion synthesis techniques can be applied to the sequential approach, parallel architecture
implementation requires a novel synthesis method for multiple complementary filters. Previous literature has offered
only simple analytical formulas for this purpose [48, 136]. This section presents a generalization of the proposed com-
plementary filter synthesis method to address this gap.
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Figure 3.52: Sensor fusion architectures when more than two sensors are to be merged.

The synthesis objective is to compute a set of n stable transfer functions [H1(s), H2(s), . . . , Hn(s)] that satisfy
conditions (3.34a) and (3.34b).

n∑
i=1

Hi(s) = 1 (3.34a)

|Hi(jω)| <
1

|Wi(jω)|
, ∀ω, i = 1 . . . n (3.34b)

The transfer functions [W1(s), W2(s), . . . , Wn(s)] are weights selected to specify the maximum complementary
filters’ norm during synthesis.

This synthesis objective is closely related to the one described in Section 3.3.1.3, and the proposed synthesis method
represents a generalization of the approach previously presented. A set of n complementary filters can be shaped by
applying standardH∞-synthesis to the generalized plant Pn(s) described by (3.35).
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
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...
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(3.35)

If the synthesis is successful, a set ofn−1 filters [H2(s), H3(s), . . . , Hn(s)] is obtained such that (3.36) is satisfied.

∥∥∥∥∥∥∥∥∥
(1− [H2(s) +H3(s) + · · ·+Hn(s)])W1(s)

H2(s)W2(s)
...

Hn(s)Wn(s)

∥∥∥∥∥∥∥∥∥
∞

≤ 1 (3.36)

H1(s) is then defined using (3.37), which ensures the complementary property for the set of n filters (3.34a). Condi-
tion (3.34b) is satisfied through (3.36).

H1(s) , 1−
[
H2(s) +H3(s) + · · ·+Hn(s)

]
(3.37)

To validate the proposed method for synthesizing a set of three complementary filters, an example is provided. The
sensors to be merged are a displacement sensor (effective fromDC up to 1Hz), a geophone (effective from 1 to 10Hz),
and an accelerometer (effective above 10Hz). Three weighting functions are designed using formula (3.33), and their
inverse magnitudes are shown in Figure 3.53b (dashed curves).

Consider the generalized plant P3(s) shown in Figure 3.53a, which is also described by (3.38).


z1
z2
z3
v

 = P3(s)

wu1

u2

; P3(s) =


W1(s) −W1(s) −W1(s)

0 W2(s) 0
0 0 W3(s)
1 0 0

 (3.38)

StandardH∞-synthesis is performed on the generalized plant P3(s). Two filters,H2(s) andH3(s), are obtained such
that theH∞ norm of the closed-loop transfer fromw to [z1, z2, z3] of the system in Figure 3.53a is less than one. Filter
H1(s) is defined using (3.39), thus ensuring the complementary property of the obtained set of filters.

H1(s) , 1−
[
H2(s) +H3(s)

]
(3.39)

Figure 3.53b displays the three synthesized complementary filters (solid lines), confirming the successful synthesis.
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Figure 3.53: Architecture for theH∞-synthesis of three complementary filters (a). Bode plot of the inverse weighting functions and
of the three obtained complementary filters (b).

3.3.1.5 Conclusion

A new method for designing complementary filters using theH∞-synthesis has been proposed. This approach allows
shaping of the filter magnitudes through the use of weighting functions during synthesis. This capability is particularly
valuable in practice since the characteristics of the super sensor are directly linked to the complementary filters’ magni-
tude. Consequently, typical sensor fusion objectives can be effectively translated into requirements on the magnitudes
of the filters.

For the NASS, the HAC-LAC strategy was found to performwell and to offer the advantages of being both intuitive to
understand and straightforward to tune. Looking forward, it would be interesting to investigate how sensor fusion (par-
ticularly between the force sensors and externalmetrology) compares to theHAC-IFF approach in terms of performance
and robustness.

3.3.2 Decoupling Strategies for ParallelManipulators

The control of parallel manipulators (and any MIMO system in general) typically involves a two-step approach: first
decoupling the plant dynamics (using various strategies discussed in this section), followed by the application of SISO
control for the decoupled plant (discussed in section 3.3.3).

When sensors are integrated within the struts, decentralized control may be applied, as the system is already well decou-
pled at low frequency. For instance, [49] implemented a systemwhere each strut consists of piezoelectric stack actuators
and eddy current displacement sensors, with separate PI controllers for each strut. A similar control architecture was
proposed in [39] using strain gauge sensors integrated in each strut.

An alternative strategy involves decoupling the system in the Cartesian frame using Jacobianmatrices. As demonstrated
during the study of Stewart platform kinematics, Jacobian matrices can be used to map actuator forces to forces and
torques applied on the top platform. This approach enables the implementation of controllers in a defined frame. It
has been applied with various sensor types including force sensors [94], relative displacement sensors [78], and inertial
sensors [1, 85]. The Cartesian frame in which the system is decoupled is typically chosen at the PoI (i.e., where the
motion is of interest) or at the Center of Mass.
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Modal decoupling represents another noteworthy decoupling strategy, wherein the “local” plant inputs and outputs
are mapped to the modal space. In this approach, multiple SISO plants, each corresponding to a single mode, can be
controlled independently. This decoupling strategy has been implemented for active damping applications [65], which
is logical as it is often desirable to dampen specific modes. The strategy has also been employed in [114] for vibration
isolation purposes using geophones, and in [156] using force sensors.

Another completely different strategy would be to implement a multivariable control directly on the coupled system.
H∞ and µ-synthesis were applied to a Stewart platform model in [83]. In [154], decentralized force feedback was first
applied, followed by H2-synthesis for vibration isolation based on accelerometers. H∞-synthesis was also employed
in [73] for active damping based on accelerometers. A comparative study between H∞-synthesis and decentralized
control in the frame of the struts was performed in [140]. Their experimental closed-loop results indicated that theH∞
controller did not outperform the decentralized controller in the frame of the struts. These limitations were attributed
to the model’s poor ability to predict off-diagonal dynamics, which is crucial forH∞-synthesis.

Thepurpose of this section is to compare severalmethods for the decoupling of parallelmanipulators, an analysis that ap-
pears to be lacking in the literature. A simplified parallel manipulatormodel is introduced in Section 3.3.2.1 as a test case
for evaluating decoupling strategies. The decentralized plant (transfer functions from actuators to sensors integrated in
the struts) is examined in Section 3.3.2.2. Three approaches are investigated across subsequent sections: Jacobianmatrix
decoupling (Section 3.3.2.3),modal decoupling (Section 3.3.2.4), and SingularValueDecomposition (SVD) decoupling
(Section 3.3.2.5). Finally, a comparative analysis with concluding observations is provided in Section 3.3.2.6.

3.3.2.1 3-DoFs TestModel

Instead of using the Stewart platform for comparing decoupling strategies, a simplified parallel manipulator is employed
to facilitate the analysis. The system illustrated in Figure 3.54 is used for this purpose. It has threeDoFs and incorporates
three parallel struts. Being a fully parallel manipulator, it is therefore quite similar to the Stewart platform.

Two reference frames are defined within this model: frame {M} with origin OM at the Center of Mass of the solid
body, and frame {K}with originOK at the Center of Stiffness of the parallel manipulator.

Figure 3.54:Model used to compare decoupling strategies.

Description Value

la 0.5m
ha 0.2m
k Actuator stiffness 10N/µm
c Actuator damping 200Ns/m
m Payload mass 40 kg
I Payload Rz inertia 5 kgm2

Table 3.10:Model parameters

The equations of motion are derived by applying Newton’s second law to the suspended mass, expressed at its center
of mass (3.40), whereX {M} represents the two translations and one rotation with respect to the Center of Mass, and
F{M} denotes the forces and torque applied at the Center of Mass.

M{M}Ẍ {M}(t) =
∑

F{M}(t), X {M} =

 x
y
Rz

, F{M} =

Fx

Fy

Mz

 (3.40)
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The Jacobian matrix J{M} is employed to map the spring, damping, and actuator forces to XY forces and Z torque
expressed at the center of mass (3.41).

J{M} =

1 0 ha

0 1 −la
0 1 la

 (3.41)

Subsequently, the equation ofmotion relating the actuator forces τ to themotion of themassX {M} is derived (3.42).

M{M}Ẍ {M}(t) + Jᵀ
{M}CJ{M}Ẋ {M}(t) + Jᵀ

{M}KJ{M}X {M}(t) = Jᵀ
{M}τ (t) (3.42)

The matrices representing the payload inertia, actuator stiffness, and damping are shown in (3.43).

M{M} =

m 0 0
0 m 0
0 0 I

, K =

k 0 0
0 k 0
0 0 k

, C =

c 0 0
0 c 0
0 0 c

 (3.43)

The parameters employed for the subsequent analysis are summarized inTable 3.10, which includes values for geometric
parameters (la,ha),mechanical properties (actuator stiffnessk anddamping c), and inertial characteristics (payloadmass
m and rotational inertia I).

3.3.2.2 Control in the Frame of the Struts

The dynamics in the frame of the struts are first examined. The equation of motion relating actuator forces τ to strut
relative motionL is derived from equation (3.42) by mapping the Cartesian motion of the mass to the relative motion
of the struts using the Jacobian matrix J{M} defined in (3.41). The obtained transfer function from τ toL is shown
in (3.44).

L
τ
(s) = GL(s) =

(
J−ᵀ
{M}M{M}J

−1
{M}s

2 + Cs+K
)−1

(3.44)

At low frequencies, the plant converges to a diagonal constant matrix whose diagonal elements are equal to the actuator
stiffnesses (3.45). At high-frequency, the plant converges to the mass matrix mapped in the frame of the struts, which is
generally highly non-diagonal.

GL(jω) −−−→
ω→0

K−1 (3.45)

The magnitude of the coupled plantGL is illustrated in Figure 3.55. This representation confirms that at low frequen-
cies (below the first suspension mode), the plant is well decoupled. Depending on the symmetry present in the system,
certain diagonal elements may exhibit identical values, as demonstrated for struts 2 and 3 in this example.



3.3 Control Optimization 194

10!7

10!6

10!5

M
a
g.

[m
/N

]

L1==1 L1==2 L1==3

10!7

10!6

10!5

M
a
g.

[m
/N

]

L2==1 L2==2 L2==3

100 101 102

Frequency [Hz]

10!7

10!6

10!5

M
a
g.

[m
/N

]

L3==1

100 101 102

Frequency [Hz]

L3==2

100 101 102

Frequency [Hz]

L3==3

Figure 3.55:Model dynamics from actuator forces to relative displacement sensor of each strut.

3.3.2.3 Jacobian Decoupling

Jacobian Matrix The Jacobian matrix J{O} serves a dual purpose in the decoupling process: it converts strut ve-
locity L̇ to payload velocity and angular velocity Ẋ {O}, and it transforms actuator forces τ to forces/torque applied on
the payloadF{O}, as expressed in equation (3.46).

Ẋ {O} = J{O}L̇, L̇ = J−1
{O}Ẋ {O} (3.46a)

F{O} = Jᵀ
{O}τ , τ = J−ᵀ

{O}F{O} (3.46b)

The resulting plant (Figure 3.56) have inputs and outputs with clear physical interpretations:

• F{O} represents forces/torques applied on the payload at the origin of frame {O}

• X {O} represents translations/rotation of the payload expressed in frame {O}

G{O}

G{L}J−⊺
{O} J−1

{O}

F{O} τ L X {O}

Figure 3.56: Block diagram of the decoupling the plant in a frame {O} using Jacobian matrix J{O}

The transfer function fromF{O} toX {O}, denotedG{O}(s) can be computed using (3.47).

X {O}

F{O}
(s) = G{O}(s) =

(
Jᵀ
{O}J

−ᵀ
{M}M{M}J

−1
{M}J{O}s

2 + Jᵀ
{O}CJ{O}s+ Jᵀ

{O}KJ{O}

)−1

(3.47)
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The frame {O} can be selected according to specific requirements, but the decoupling properties are significantly in-
fluenced by this choice. Two natural reference frames are particularly relevant: the Center of Mass and the Center of
Stiffness.

Center of Mass When the decoupling frame is located at the Center of Mass (frame {M} in Figure 3.54), the
Jacobian matrix and its inverse are expressed as in (3.48).

J{M} =

1 0 ha

0 1 −la
0 1 la

, J−1
{M} =

1 ha

2la
−ha

2la
0 1

2
1
2

0 −1
2la

1
2la

 (3.48)

Analytical formula of the plantG{M}(s) is derived (3.49).

X {M}

F{M}
(s) = G{M}(s) =

(
M{M}s

2 + Jᵀ
{M}CJ{M}s+ Jᵀ

{M}KJ{M}

)−1

(3.49)

At high-frequency, the plant converges to the inverse of the mass matrix, which is a diagonal matrix (3.50).

G{M}(jω) −−−−→
ω→∞

−ω2M−1
{M} = −ω2

1/m 0 0
0 1/m 0
0 0 1/I

 (3.50)

Consequently, the plant exhibits effective decoupling at frequencies above the highest suspension mode as shown in
Figure 3.57a. This strategy is typically employed in systems with low-frequency suspensionmodes [19], where the plant
approximates decoupled mass lines.

The low-frequency coupling observed in this configuration has a clear physical interpretation. When a static force is
applied at the Center ofMass, the suspendedmass rotates around the Center of Stiffness. This rotation is due to torque
induced by the stiffness of the first actuator (i.e. the one on the left side), which is not aligned with the force application
point. This phenomenon is illustrated in Figure 3.57b.
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(a) Dynamics at the CoM (b) Static force applied at the CoM

Figure 3.57: Plant decoupled using the Jacobian matrix expresssed at the center of mass (a). The physical reason for low frequency
coupling is illustrated in (b).
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Center of Stiffness When the decoupling frame is located at the Center of Stiffness, the Jacobian matrix and its
inverse are expressed as in (3.51).

J{K} =

1 0 0
0 1 −la
0 1 la

, J−1
{K} =

1 0 0
0 1

2
1
2

0 −1
2la

1
2la

 (3.51)

The frame {K} was selected based on physical reasoning, positioned in line with the side strut and equidistant be-
tween the two vertical struts. However, it could alternatively be determined through analytical methods to ensure that
Jᵀ
{K}KJ{K} forms a diagonal matrix. It should be noted that the existence of such a Center of Stiffness (i.e. a frame

{K} for which Jᵀ
{K}KJ{K} is diagonal) is not guaranteed for arbitrary systems. This property is typically achievable

only in systems exhibiting specific symmetrical characteristics, as is the case in the present example.

The analytical expression for the plant in this configuration was then computed (3.52).

X {K}

F{K}
(s) = G{K}(s) =

(
Jᵀ
{K}J

−ᵀ
{M}M{M}J

−1
{M}J{K}s

2 + Jᵀ
{K}CJ{K}s+ Jᵀ

{K}KJ{K}

)−1

(3.52)

Figure 3.58 presents the dynamics of the plant when decoupled using the Jacobian matrix expressed at the Center of
Stiffness. Theplant iswell decoupledbelow the suspensionmodewith the lowest frequency (3.53),making it particularly
suitable for systems with high stiffness.

G{K}(jω) −−−→
ω→0

J−1
{K}K

−1J−ᵀ
{K} (3.53)

The physical reason for high-frequency coupling is illustrated in Figure 3.58b. When a high-frequency force is applied
at a point not aligned with the Center of Mass, it induces rotation around the Center of Mass.
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Figure 3.58: Plant decoupled using the Jacobian matrix expresssed at the center of stiffness (a). The physical reason for high-
frequency coupling is illustrated in (b).
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3.3.2.4 Modal Decoupling

Modal decoupling represents an approach based on the principle that amechanical system’s behavior can be understood
as a combination of contributions from variousmodes [117]. To convert the dynamics in themodal space, the equation
of motion are first written with respect to the center of mass (3.54).

M{M}Ẍ {M}(t) +C{M}Ẋ {M}(t) +K{M}X {M}(t) = Jᵀ
{M}τ (t) (3.54)

For modal decoupling, a change of variables is introduced (3.55) whereXm represents the modal amplitudes andΦ is
a n× n1 matrix whose columns correspond to the mode shapes of the system, computed fromM{M} andK{M}.

X {M} = ΦXm (3.55)

By pre-multiplying equation (3.54) byΦᵀ and applying the change of variable (3.55), a new set of equations of motion
is obtained (3.56) where τm represents the modal input, whileMm,Cm, andKm denote the modal mass, damping,
and stiffness matrices respectively.

ΦᵀMΦ︸ ︷︷ ︸
Mm

Ẍm(t) +ΦᵀCΦ︸ ︷︷ ︸
Cm

Ẋm(t) +ΦᵀKΦ︸ ︷︷ ︸
Km

Xm(t) = ΦᵀJᵀτ (t)︸ ︷︷ ︸
τm(t)

(3.56)

The inherent mathematical structure of the mass, damping, and stiffness matrices [81, chapt. 8] ensures that modal
matrices are diagonal [109, chapt. 2.3]. This diagonalization transforms equation (3.56) into a set of n decoupled
equations, enabling independent control of each mode without cross-interaction.

To implement this approach from a decentralized plant, the architecture shown in Figure 3.59 is employed. Inputs of
the decoupling plant are the modal inputs τm and the outputs are the modal amplitudes Xm. This implementation
requires knowledge of the system’s equations ofmotion, fromwhich themode shapesmatrixΦ is derived. The resulting
decoupled system features diagonal elements each representing second-order resonant systems that are straightforward
to control individually.

Gm

G{L}J−⊺
{M}Φ−⊺ J−1

{M} Φ−1
τm

F{M} τ L X {M} X m

Figure 3.59:Modal Decoupling Architecture.

Modal decouplingwas then applied to the testmodel. First, the eigenvectorsΦ ofM−1
{M}K{M} were computed (3.57).

While analytical derivation of eigenvectors could be obtained for such a simple system, they are typically computed
numerically for practical applications.

Φ =

 I−h2
am−2l2am−α
2ham

0
I−h2

am−2l2am+α
2ham

0 1 0
1 0 1

, α =

√
(I +m(h2

a − 2l2a))
2
+ 8m2h2

al
2
a (3.57)

1n corresponds to the number of degrees of freedom, here n = 3.
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The numerical values for the eigenvector matrix and its inverse are shown in (3.58).

Φ =

−0.905 0 −0.058
0 1 0

0.424 0 −0.998

, Φ−1 =

−1.075 0 0.063
0 1 0

−0.457 0 −0.975

 (3.58)

The two computed matrices were implemented in the control architecture of Figure 3.59, resulting in three distinct
second order plants as depicted in Figure 3.60a. Each of these diagonal elements corresponds to a specific mode, as
shown in Figure 3.60b, resulting in a perfectly decoupled system.
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(a) Decoupled plant in modal space (b) Individually controlled modes

Figure 3.60: Plant usingmodal decoupling consists of secondorder plants (a). Decoupled elements can be used to invidiually address
the modes illustrated in (b).

3.3.2.5 SVDDecoupling

SingularValueDecomposition Singular ValueDecomposition (SVD) represents a powerful mathematical tool
with extensive applications in data analysis [18, chapt. 1] andmultivariable control systems where it is particularly valu-
able for analyzing directional properties in multivariable systems [130].

The SVD constitutes a unique matrix decomposition applicable to any complex matrixX ∈ Cn×m, expressed as:

X = UΣV H (3.59)

where U ∈ Cn×n and V ∈ Cm×m are unitary matrices with orthonormal columns, andΣ ∈ Rn×n is a diagonal
matrix with real, non-negative entries. For real matricesX , the resultingU and V matrices are also real, making them
suitable for decoupling applications.

Decoupling using the SVD The procedure for SVD-based decoupling begins with identifying the system dy-
namics from inputs to outputs, typically represented as a Frequency Response Function (FRF), which yields a complex
matrixG(ωi) for multiple frequency points ωi. A specific frequency is then selected for optimal decoupling, with the
targeted crossover frequency ωc often serving as an appropriate choice.
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Since real matrices are required for the decoupling transformation, a real approximation of the complex measured re-
sponse at the selected frequency must be computed. In this work, the method proposed in [79] was used as it preserves
maximal orthogonality in the directional properties of the input complex matrix.

Following this approximation, a real matrix G̃(ωc) is obtained, and SVD is performed on this matrix. The resulting
(real) unitary matrices U and V are structured such that V −ᵀG̃(ωc)U

−1 forms a diagonal matrix. These singular
input and output matrices are then applied to decouple the system as illustrated in Figure 3.61, and the decoupled plant
is described by (3.60).

GSVD(s) = U−1G{L}(s)V
−ᵀ (3.60)

GSVD

G{L}V −⊺ U−1u τ L y

Figure 3.61: Decoupled plantGSVD using the Singular Value Decomposition.

Implementation of SVDdecoupling requires access to the system’s FRF, at least in the vicinity of the desired decoupling
frequency. This information canbeobtained either experimentally or derived fromamodel. While this approach ensures
effective decoupling near the chosen frequency, it provides no guarantees regarding decoupling performance away from
this frequency. Furthermore, the quality of decoupling depends significantly on the accuracy of the real approximation,
potentially limiting its effectiveness for plants with high damping.

Testonthe 3-DoFsmodel Plant decoupling using the Singular ValueDecompositionwas then applied on the test
model. A decoupling frequency of 100Hzwas used. The plant response at that frequency, as well as its real approxima-
tion and the obtainedU andV matrices are shown in (3.61).

G{L}(ωc = 2π · 100) = 10−9

−99− j2.6 74 + j4.2 −74− j4.2
74 + j4.2 −247− j9.7 102 + j7.0
−74− j4.2 102 + j7.0 −247− j9.7


real−−−−−−−→

approximation
G̃{L}(ωc) = 10−9

−99 74 −74
74 −247 102
−74 102 −247


−−−−−−−→

SVD
U =

 0.34 0 0.94
−0.66 0.71 0.24
0.66 0.71 −0.24

, V =

−0.34 0 −0.94
0.66 −0.71 −0.24
−0.66 −0.71 0.24


(3.61)

Using theseU andV matrices, the decoupled plant is computed according to equation (3.60). The resulting plant, de-
picted in Figure 3.62, exhibits remarkable decoupling across a broad frequency range, extendingwell beyond the vicinity
ofωc. Additionally, the diagonal termsmanifest as second-order dynamic systems, facilitating straightforward controller
design.

As it was surprising to obtain such a good decoupling at all frequencies, a variant system with identical dynamics but
different sensor configurations was examined. Instead of using relative motion sensors collocated with the struts, three
relative motion sensors were positioned as shown in Figure 3.63a. Although Jacobian matrices could theoretically be
used tomap these sensors to the frame of the struts, application of the same SVDdecoupling procedure yielded the plant
response shown in Figure 3.63b, which exhibits significantly greater coupling. Notably, the coupling demonstrates local
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Figure 3.62: Plant dynamicsGSVD(s) obtained after decoupling using Singular Value Decomposition.

minima near the decoupling frequency, consistent with the fact that the decoupling matrices were derived specifically
for that frequency point.

(a) Alternative location of sensors
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(b) Obtained decoupled plant

Figure 3.63: SVD decoupling applied on the system schematically shown in (a). The obtained decoupled plant is shown in (b).

The exceptional performance of SVD decoupling on the plant with collocated sensors warrants further investigation.
This effectiveness may be attributed to the symmetrical properties of the plant, as evidenced in the Bode plots of the
decentralized plant shown in Figure 3.55. The phenomenon potentially relates to previous research on SVD controllers
applied to systems with specific symmetrical characteristics [66].

3.3.2.6 Comparison of Decoupling Strategies

While the three proposed decouplingmethodsmay appear similar in theirmathematical implementation (each involving
pre-multiplication and post-multiplication of the plant with constant matrices), they differ significantly in their under-
lying approaches and practical implications, as summarized in Table 3.11.

Each method employs a distinct conceptual framework: Jacobian decoupling is “topology-driven”, relying on the geo-
metric configuration of the system; modal decoupling is “physics-driven”, based on the system’s dynamical equations;
and SVD decoupling is “data-driven”, using measured FRFs.

The physical interpretation of decoupled plant inputs and outputs varies considerably among these methods. With Ja-
cobian decoupling, inputs and outputs retain clear physical meaning, corresponding to forces/torques and translation-
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s/rotations in a specified reference frame. Modal decoupling arranges inputs to excite individual modes, with outputs
combined to measure these modes separately. For SVD decoupling, inputs and outputs represent special directions or-
dered by decreasing controllability and observability at the chosen frequency, though physical interpretation becomes
challenging for parallel manipulators.

This difference in interpretation relates directly to the “control space” in which the controllers operate. When these
“control spaces” meaningfully relate to the control objectives, controllers can be tuned to directly match specific re-
quirements. For Jacobian decoupling, the controller typically operates in a frame positioned at the point where motion
needs to be controlled, for instance where the light is focused in the NASS application. Modal decoupling provides a
natural framework when specific vibrational modes require targeted control. SVD decoupling generally results in a loss
of physicalmeaning for the “control space”, potentially complicating the process of relating controller design to practical
system requirements.

The quality of decoupling achieved through these methods also exhibits distinct characteristics. Jacobian decoupling
performance depends on the chosen reference frame, with optimal decoupling at low-frequency when aligned at the
Center of Stiffness, or at high-frequency when aligned with the Center of Mass. Systems designed with coincident cen-
ters of mass and stiffness may achieve excellent decoupling using this approach. Modal decoupling offers good decou-
pling across all frequencies, though its effectiveness relies on themodel accuracy, with discrepancies potentially resulting
in significant off-diagonal elements. SVD decoupling can be implemented using measured data without requiring a
model, with optimal performance near the chosen decoupling frequency, though its effectiveness may diminish at other
frequencies and depends on the quality of the real approximation of the response at the selected frequency point.

Table 3.11: Comparison of decoupling strategies.

Jacobian Modal SVD

Philosophy Topology Driven Physics Driven Data Driven

Requirements Known geometry Known equations of motion Identified FRF

Decoupling Matrices Jacobian matrix J{O} Eigenvectors Φ SVD matrices U and V

Decoupled Plant G{O}(s) = J−1
{O}GL(s)J−ᵀ

{O} Gm(s) = Φ−1GX (s)Φ−ᵀ GSVD(s) = U−1G(s)V −ᵀ

Controller K{O}(s) = J−ᵀ
{O}Kd(s)J

−1
{O} Km(s) = Φ−ᵀKd(s)Φ

−1 KSVD(s) = V −ᵀKd(s)U
−1

Interpretation Forces/Torques to Displacemen-
t/Rotation in chosen frame

Inputs (resp. outputs) to excite
(resp. sense) individual modes

Directions of max to min controlla-
bility/observability

Effectiveness Decoupling at low or high frequency
depending on the chosen frame

Good decoupling at all frequencies Good decoupling near the chosen
frequency

Pros Retain physical meaning of inputs /
outputs. Controller acts on a mean-
ingfully “frame”

Ability to target specific modes.
Simple 2nd order diagonal plants

Good Decoupling near the crossover.
Very General and requires no model

Cons Good decoupling at all frequency
can only be obtained for specific me-
chanical architecture

Relies on the accuracy of equation of
motions. Robustness to unmodeled
dynamics may be poor

Loss of physical meaning of inputs
/outputs. Decoupling away from the
chosen frequency may be poor

3.3.3 Closed-Loop Shaping using Complementary Filters

Once the system is properly decoupled using one of the approaches described in Section 3.3.2, SISO controllers can be
individually tuned for each decoupled “directions”. Several ways to design a controller to obtain a given performance
while ensuring good robustness properties can be implemented.

In some cases “fixed” controller structures are used, such as PI and PID controllers, whose parameters are manually
tuned [39, 49, 156].

Another popular method is Open-Loop shaping, which was used during the conceptual phase. Open-loop shaping in-
volves tuning the controller through a series of “standard” filters (leads, lags, notches, low-pass filters, …) to shape the
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open-loop transfer functionG(s)K(s) according to desired specifications, including bandwidth, gain and phase mar-
gins [123, chapt. 4.4.7]. Open-Loop shaping is very popular because the open-loop transfer function is a linear function
of the controller, making it relatively straightforward to tune the controller to achieve desired open-loop characteristics.
Another key advantage is that controllers can be tuned directly from measured FRFs of the plant without requiring an
explicit model.

However, the behavior (i.e. performance) of a feedback system is a function of closed-loop transfer functions. Specifi-
cations can therefore be expressed in terms of the magnitude of closed-loop transfer functions, such as the sensitivity,
plant sensitivity, and complementary sensitivity transfer functions [130, chapt. 3]. With open-loop shaping, closed-loop
transfer functions are changed only indirectly, which may make it difficult to directly address the specifications that are
in terms of the closed-loop transfer functions.

In order to synthesize a controller that directly shapes the closed-loop transfer functions (and therefore the performance
metric),H∞-synthesis may be used [130]. This approach requires a good model of the plant and expertise in selecting
weighting functions that will define the wanted shape of different closed-loop transfer functions [14]. H∞-synthesis
has been applied for the Stewart platform [73], yet when benchmarked against more basic decentralized controllers, the
performance gains proved small [57, 140].

In this section, an alternative controller synthesis scheme is proposed inwhich complementary filters are used for directly
shaping the closed-loop transfer functions (i.e., directly addressing the closed-loop performances). In Section 3.3.3.1,
the proposed control architecture is presented. In Section 3.3.3.2, typical performance requirements are translated into
the shape of the complementary filters. The design of the complementary filters is briefly discussed in Section 3.3.3.3,
and analytical formulas are proposed such that it is possible to change the closed-loop behavior of the system in real-
time. Finally, in Section 3.3.3.4, a numerical example is used to show how the proposed control architecture can be
implemented in practice.

3.3.3.1 Control Architecture

Virtual Sensor Fusion The idea of using complementary filters in the control architecture originates from sen-
sor fusion techniques [27], where two sensors are combined using complementary filters. Building upon this concept,
“virtual sensor fusion” [146] replaces one physical sensor with amodelG of the plant. The corresponding control archi-
tecture is illustrated in Figure 3.64a, whereG′ represents the physical plant to be controlled,G is a model of the plant, k
is the controller, andHL andHH are complementary filters satisfyingHL(s) +HH(s) = 1. In this arrangement, the
physical plant is controlled at low frequencies, while the plantmodel is used at high-frequency to enhance robustness.

RT controller

+
−

k G′ +

G

HH

+ HL +

u

n

yr

ym

dy

(a) Virtual Sensor Fusion

RT controller

+
−

+
−

k G′ +

GHH

HL +

u

n

yr

ym

dy

(b) Equivalent Architecture

Figure 3.64: Control architecture for virtual sensor fusion (a) and equivalent architecture (b). Signals are the reference input r, the
output perturbation dy , the measurement noise n and the control input u.
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Although the control architecture shown in Figure 3.64a appears to be a multi-loop system, it should be noted that
no non-linear saturation-type elements are present in the inner loop (containing k,G, andHH , all numerically imple-
mented). Consequently, this structure is mathematically equivalent to the single-loop architecture illustrated in Fig-
ure 3.64b.

Asymptotic Behavior When considering the extreme case of very high values for k, the effective controllerK(s)
converges to the inverse of the plant model multiplied by the inverse of the high-pass filter, as expressed in (3.62).

lim
k→∞

K(s) = lim
k→∞

k

1 +HH(s)G(s)k
=
(
HH(s)G(s)

)−1 (3.62)

If the resultingK is improper, a low-pass filter with sufficiently high corner frequency can be added to ensure its causal
realization. Furthermore, forK to be stable, bothG andHH must be minimum phase transfer functions.

With these assumptions, the resulting control architecture is illustrated in Figure 3.65, where the complementary fil-
tersHL andHH remain the only tuning parameters. The dynamics of this closed-loop system are described by equa-
tions (3.63a) and (3.63a).

RT controller

+
−

K G′ +

+HL

u

n

yr
dy

Figure 3.65: Equivalent classical feedback control architecture.

y =
HHdy +G′G−1r −G′G−1HLn

HH +G′G−1HL
(3.63a)

u =
−G−1HLdy +G−1r −G−1HLn

HH +G′G−1HL
(3.63b)

At frequencies where the model accurately represents the physical plant (G−1G′ ≈ 1), the denominator simplifies to
HH + G′G−1HL ≈ HH +HL = 1, and the closed-loop transfer functions are then described by equations (3.64a)
and (3.64b).

y = HHdy + r −HLn (3.64a)
u = −G−1HLdy +G−1r −G−1HLn (3.64b)

The sensitivity transfer function equals the high-pass filter S = y
dy = HH , and the complementary sensitivity transfer

function equals the low-pass filter T = y
n = HL. Hence, when the plant model closely approximates the actual

dynamics, the closed-loop transfer functions converge to the designed complementary filters, allowing direct translation
of performance requirements into the design of the complementary.
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3.3.3.2 Translating the Performance Requirements into the Shape of the Complementary Filters

Performance specifications in a feedback system can usually be expressed as upper bounds on the magnitudes of closed-
loop transfer functions such as the sensitivity and complementary sensitivity transfer functions [14]. The design of a
controllerK(s) to obtain the desired shape of these closed-loop transfer functions is known as closed-loop shaping.

In the proposed control architecture, the closed-loop transfer functions (3.63) are expressed in terms of the complemen-
tary filtersHL(s) andHH(s) rather than directly through the controllerK(s). Therefore, performance requirements
must be translated into constraints on the shape of these complementary filters.

Nominal Stability (NS) A closed-loop system is stable when all its elements (hereK ,G′, andHL) are stable and
the sensitivity function S = 1

1+G′KHL
is stable. For the nominal system (G′ = G), the sensitivity transfer function

equals the high-pass filter: S(s) = HH(s).

Nominal Stability (NS) is therefore guaranteed whenHL, HH , and G are stable, and both G andHH are minimum
phase (ensuringK is stable). Consequently, stable and minimum phase complementary filters must be employed.

NominalPerformance (NP) Performance specifications canbe formalizedusingweighting functionswH andwL,
where performance is achieved when (3.65) is satisfied. The weighting functions define themaximummagnitude of the
closed-loop transfer functions as a function of frequency, effectively determining their “shape”.

|wH(jω)S(jω)| ≤ 1 ∀ω (3.65a)
|wL(jω)T (jω)| ≤ 1 ∀ω (3.65b)

For the nominal system, S = HH and T = HL, hence the performance specifications can be converted on the shape
of the complementary filters (3.66).

NP ⇐⇒

{
|wH(jω)HH(jω)| ≤ 1 ∀ω
|wL(jω)HL(jω)| ≤ 1 ∀ω

(3.66)

For disturbance rejection, themagnitude of the sensitivity function |S(jω)| = |HH(jω)| should beminimized, partic-
ularly at low frequencieswhere disturbances are usuallymost prominent. Similarly, for noise attenuation, themagnitude
of the complementary sensitivity function |T (jω)| = |HL(jω)| should be minimized, especially at high-frequency
where measurement noise typically dominates. Classical stability margins (gain and phase margins) are also related to
the maximum amplitude of the sensitivity transfer function. Typically, maintaining |S|∞ ≤ 2 ensures a gain margin of
at least 2 and a phase margin of at least 29◦.

Therefore, by carefully selecting the shape of the complementary filters, Nominal Performance (NP) specifications can
be directly addressed in an intuitive manner.

Robust Stability (RS) Robust stability refers to a control system’s ability tomaintain stability despite discrepancies
between the actual systemG′ and themodelGused for controller design. These discrepanciesmay arise fromunmodeled
dynamics or nonlinearities.
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To represent these model-plant differences, input multiplicative uncertainty as illustrated in Figure 3.66a is employed.
The set of possible plantsΠi is described by (3.67), with the weighting functionwI selected such that all possible plants
G′ are contained within the setΠi.

Πi : G′(s) = G(s)
(
1 + wI(s)∆I(s)

)
; |∆I(jω)| ≤ 1 ∀ω (3.67)

G′

G+

∆IwI

(a) Input multiplicative uncertainty

ReIm

(b)Nyquist plot - Effect of multiplicative uncertainty

Figure 3.66: Input multiplicative uncertainty used to model the differences between the model and the physical plant (a). Effect of
this uncertainty is illustrated on the Nyquist plot (b).

When considering input multiplicative uncertainty, Robust Stability (RS) can be derived graphically from the Nyquist
plot (illustrated in Figure 3.66b), yielding to (3.68), as demonstrated in [130, chapt. 7.5.1].

RS ⇐⇒ |wI(jω)L(jω)| ≤ |1 + L(jω)| ∀ω (3.68)

After algebraicmanipulation, robust stability is guaranteedwhen the low-pass complementaryfilterHL satisfies (3.69).

RS ⇐⇒ |wI(jω)HL(jω)| ≤ 1 ∀ω (3.69)

RobustPerformance (RP) Robust performance ensures that performance specifications (3.65) aremet evenwhen
the plant dynamics fluctuates within specified bounds (3.70).

RP ⇐⇒ |wH(jω)S(jω)| ≤ 1 ∀G′ ∈ ΠI , ∀ω (3.70)

Transforming this condition into constraints on the complementary filters yields:

RP ⇐⇒ |wH(jω)HH(jω)|+ |wI(jω)HL(jω)| ≤ 1, ∀ω (3.71)

The Robust Performance (RP) condition effectively combines both nominal performance (3.66) and robust stability
conditions (3.69). If both NP and RS conditions are satisfied, robust performance will be achieved within a factor
of 2 [130, chapt. 7.6]. Therefore, for SISO systems, ensuring robust stability and nominal performance is typically
sufficient.
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3.3.3.3 Complementary Filter Design

As proposed in Section 3.3.1, complementary filters can be shaped using standardH∞-synthesis techniques. This ap-
proach is particularly well-suited since performance requirements were expressed as upper bounds on the magnitude of
the complementary filters.

Alternatively, analytical formulas for complementary filters may be employed. For some applications, first-order com-
plementary filters as shown in Equation (3.72) are sufficient.

HL(s) =
1

1 + s/ω0
(3.72a)

HH(s) =
s/ω0

1 + s/ω0
(3.72b)

A significant advantage of using analytical formulas for complementary filters is that key parameters such as ω0 can
be tuned in real-time, as illustrated in Figure 3.67. This real-time tunability allows rapid testing of different control
bandwidths to evaluate performance and robustness characteristics.

RT controller

+
−

H−1
H G−1 G′ +

+HL

•ω0

u

n

yr
dy

Figure 3.67: Implemented digital complementary filters with parameter ω0 that can be changed in real-time.

For many practical applications, first order complementary filters are not sufficient. Specifically, a slope of +2 at low
frequencies for the sensitivity transfer function (enabling accurate tracking of ramp inputs) and a slope of −2 for the
complementary sensitivity transfer function are often desired. For these cases, the complementary filters analytical for-
mula in Equation (3.73) is proposed.

HL(s) =
(1 + α)( s

ω0
) + 1(

( s
ω0

) + 1
)(

( s
ω0

)2 + α( s
ω0

) + 1
) (3.73a)

HH(s) =
( s
ω0

)2
(
( s
ω0

) + 1 + α
)

(
( s
ω0

) + 1
)(

( s
ω0

)2 + α( s
ω0

) + 1
) (3.73b)

The influence of parameters α and ω0 on the magnitude response of these complementary filters is illustrated in Fig-
ure 3.68. The parameterα primarily affects the damping characteristics near the crossover frequency as well as high and
low frequency magnitudes, while ω0 determines the frequency at which the transition between high-pass and low-pass
behavior occurs. These filters can also be implemented in the digital domain with analytical formulas, preserving the
ability to adjust α and ω0 in real-time.



3.3 Control Optimization 207

10!2 100 102

Relative Frequency !
!0

10!2

100
M

a
g
n
it
u
d
e

, = 0:1
, = 1
, = 10

(a) Effect ofα

100 102

Frequency [Hz]

10!2

100

M
a
g
n
it
u
d
e

!0 = 1 Hz
!0 = 10 Hz
!0 = 100 Hz

(b) Effect of ω0

Figure 3.68: Shape of proposed analytical complementary filters. Effect of α (a) and ω0 (b) are shown.

3.3.3.4 Numerical Example

To implement the proposed control architecture in practice, the following procedure is proposed:

1. Identify the plant to be controlled to obtain the plant modelG.

2. Design the weighting functionwI such that all possible plantsG′ are contained within the uncertainty setΠi.

3. Translate performance requirements intoupperboundson the complementaryfilters as explained inSection3.3.3.2.

4. Design the weighting functions wH and wL and generate the complementary filters usingH∞-synthesis as de-
scribed in Section 3.3.1.3. If the synthesis fails to produce filters satisfying the defined upper bounds, either revise
the requirements or develop a more accurate model G that will allow for a smaller wI . For simpler cases, the
analytical formulas for complementary filters presented in Section 3.3.3.3 can be employed.

5. IfK(s) = H−1
H (s)G−1(s) is not proper, add low-pass filters with sufficiently high corner frequencies to ensure

realizability.

To evaluate this control architecture, a simple test model representative of many synchrotron positioning stages is used
(Figure 3.69a). In this model, a payload with mass m is positioned on top of a stage. The objective is to accurately
position the sample relative to the X-ray beam.

The relative position y between the payload and the X-ray is measured, which typically involves measuring the relative
position between the focusing optics and the sample. Various disturbance forces affect positioning stability, including
stage vibrations dw and direct forces applied to the sample dF (such as cable forces). The positioning stage itself is
characterized by stiffness k, internal damping c, and a controllable force F .

The model of the plantG(s) from actuator force F to displacement y is described by Equation (3.74).

G(s) =
1

ms2 + cs+ k
, m = 20 kg, k = 1N/µm, c = 100N/(m/s) (3.74)
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The plant dynamics include uncertainties related to limited support compliance, unmodeled flexible dynamics and pay-
load dynamics. These uncertainties are represented using a multiplicative input uncertainty weight (3.75), which speci-
fies the magnitude of uncertainty as a function of frequency.

wI(s) = 10 · (s+ 100)2

(s+ 1000)2
(3.75)

Figure 3.69b illustrates both the nominal plant dynamics and the complete set of possible plantsΠi encompassed by the
uncertainty model.
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Figure 3.69: Schematic of the test system (a). Bode plot ofG(s) = y/F and the associated uncertainty set (b).

RequirementsandChoiceofComplementaryFilters Asdiscussed inSection3.3.3.2, nominal performance
requirements can be expressed as upper bounds on the shape of the complementary filters. For this example, the require-
ments are:

• track ramp inputs (i.e. constant velocity scans) with zero steady-state error: a+2 slope at low frequencies for the
magnitude of the sensitivity function |S(jω)| is required

• filtering of measurement noise above 300Hz, where sensor noise is significant (requiring a filtering factor of ap-
proximately 100 above this frequency)

• maximizing disturbance rejection

Additionally, robust stability must be ensured, requiring the closed-loop system to remain stable despite the dynamic
uncertainties modeled by wI . This condition is satisfied when the magnitude of the low-pass complementary filter
|HL(jω)| remains below the inverse of the uncertainty weight magnitude |wI(jω)|, as expressed in Equation (3.69).

Robust performance is achieved when both nominal performance and robust stability conditions are simultaneously
satisfied.

All requirements imposed onHL andHH are visualized in Figure 3.70a. WhileH∞-synthesis could be employed to
design the complementary filters, analytical formulas were used for this relatively simple example. The second-order
complementary filters from Equation (3.73) were selected with parameters α = 1 and ω0 = 2π · 20Hz. There magni-
tudes are displayed in Figure 3.70a, confirming that these complementary filters are fulfilling the specifications.
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Figure 3.70: Performance requirements are comparedwith the complementary filters in (a). Thebodeplot of the obtained controller
is shown in (b).

ControllerAnalysis The controller to be implemented takes the formK(s) = G̃−1(s)H−1
H (s), where G̃−1(s)

represents the plant inverse, which must be both stable and proper. To ensure properness, low-pass filters with high
corner frequencies are added as shown in Equation (3.76).

G̃−1(s) =
ms2 + cs+ k

1 + s
2π·1000 +

(
s

2π·1000
)2 (3.76)

The Bode plot of the controller multiplied by the complementary low-pass filter, K(s) · HL(s), is presented in Fig-
ure 3.70b. The loop gain reveals several important characteristics:

• The presence of two integrators at low frequencies, enabling accurate tracking of ramp inputs

• A notch at the plant resonance frequency (arising from the plant inverse)

• A lead component near the control bandwidth of approximately 20Hz, enhancing stability margins

RobustnessandPerformanceAnalysis Robust stability is assessedusing theNyquist plot shown inFigure 3.71a.
Even when considering all possible plants within the uncertainty set, the Nyquist plot remains sufficiently distant from
the critical point (−1, 0), indicating robust stability with adequate margins.

Performance is evaluated by examining the closed-loop sensitivity and complementary sensitivity transfer functions,
as illustrated in Figure 3.71b. It is shown that the sensitivity transfer function achieves the desired +2 slope at low
frequencies and that the complementary sensitivity transfer function nominally provides the wanted noise filtering.

3.3.3.5 Conclusion

In this section, a control architecture inwhich complementaryfilters are used for closed-loop shapinghas beenpresented.
This approach differs from traditional open-loop shaping in that no controller is manually designed; rather, appropriate
complementary filters are selected to achieve the desired closed-loopbehavior. Themethod shares conceptual similarities



3.3 Control Optimization 210

-1
.4

-1
.2 -1

-0
.8

-0
.6

-0
.4

-0
.2 0
0.
2

Real Part

-1.2

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

Im
a
g
in

a
ry

P
a
rt

L(j!) - Nominal
L(j!) - 8G 2 &i

(a) Robust stability

100 101 102 103

Frequency [Hz]

10!4

10!2

100

M
a
g
n
it
u
d
e

jSj - Nom.
jT j - Nom.

Specs.
Specs.

(b)Nominal and robust performance

Figure 3.71: Validation of robust stability with theNyquist plot (a) and validation of the nominal and robust performance with the
magnitude of the closed-loop transfer functions (b).

with mixed-sensitivityH∞-synthesis, as both approaches aim to shape closed-loop transfer functions, but with notable
distinctions in implementation and complexity.

WhileH∞-synthesis offers greater flexibility and can be readily generalized to MIMO plants, the presented approach
provides a simpler alternative that requires minimal design effort. Implementation only necessitates extracting a model
of the plant and selecting appropriate analytical complementary filters, making it particularly interesting for applications
where simplicity and intuitive parameter tuning are valued.

Due to time constraints, an extensive literature review comparing this approach with similar existing architectures, such
as Internal Model Control [122], was not conducted. Consequently, it remains unclear whether the proposed architec-
ture offers significant advantages over existing methods in the literature.

The control architecture has been presented for SISO systems, but can be applied to MIMO systems when sufficient
decoupling is achieved. It will be experimentally validated with the NASS during the experimental phase.

Conclusion

In order to optimize the control of the Nano Active Stabilization System, several aspects of control theory were stud-
ied. Different approaches to combine sensors were compared in Section 3.3.1. While High Authority Control / Low
Authority Control (HAC-LAC) was successfully applied during the conceptual design phase, the focus of this work
was extended to sensor fusion techniques where two or more sensors are combined using complementary filters. It was
demonstrated that the performance of such fusion depends significantly on themagnitude of the complementary filters.
To address this challenge, a synthesismethod based onH∞-synthesis was proposed, allowing for intuitive shaping of the
complementary filters throughweighting functions. For theNASS,whileHAC-LAC remains a natural way to combine
sensors, the potential benefits of sensor fusion merit further investigation.

Various decoupling strategies for parallel manipulators were examined in Section 3.3.2, including decentralized con-
trol, Jacobian decoupling, modal decoupling, and Singular Value Decomposition (SVD) decoupling. The main charac-
teristics of each approach were highlighted, providing valuable insights into their respective strengths and limitations.
Among the examinedmethods, Jacobian decouplingwas determined to bemost appropriate for theNASS, as it provides
straightforward implementation while preserving the physical meaning of inputs and outputs.
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With the system successfully decoupled, attention shifted to designing appropriate SISO controllers for each decoupled
direction. A control architecture for directly shaping closed-loop transfer functions was proposed. It is based on com-
plementary filters that can be designed using either the proposedH∞-synthesis approach described earlier or through
analytical formulas. Experimental validation of this method on the NASS will be conducted during the experimental
tests on ID31.
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3.4 Choice of Instrumentation

This chapter presents an approach to select and validate appropriate instrumentation for the Nano Active Stabilization
System (NASS), ensuring each component meets specific performance requirements. Figure 3.72 illustrates the control
diagram with all relevant noise sources whose effects on sample position will be evaluated throughout this analysis.

The selection process follows a three-stage methodology. First, dynamic error budgeting is performed in Section 3.4.1
to establish maximum acceptable noise specifications for each instrumentation component (ADC, DAC, and voltage
amplifier). This analysis is based on the multi-body model with a 2-DoFs APA model, focusing particularly on the
vertical direction due to its more stringent requirements. From the calculated transfer functions, maximum acceptable
amplitude spectral densities for each noise source are derived.

Section 3.4.2 then presents the selection of appropriate components based on these noise specifications and additional
requirements.

Finally, Section 3.4.3 validates the selected components through experimental testing. Each instrument is characterized
individually, measuring actual noise levels and performance characteristics. The measured noise characteristics are then
incorporated into themulti-bodymodel to confirmthat the combined effect of all instrumentationnoise sources remains
within acceptable limits.

DAC Amplifier
ADC

RT Controller

NASS+Gampl++

KIFF

KHAC
+u

/
Va

Vs

/

/

ϵL

/

/

nda namp

nad

Figure 3.72: Block diagram of the NASS with considered instrumentation. The real-time controller is a Speedgoat machine.

3.4.1 Dynamic Error Budgeting

The primary goal of this analysis is to establish specifications for the maximum allowable noise levels of the instrumen-
tation used for the NASS (ADC, DAC, and voltage amplifier) that would result in acceptable vibration levels in the
system.

The procedure involves determining the closed-loop transfer functions from various noise sources to positioning error
(Section3.4.1.1). This analysis is conductedusing themulti-bodymodelwith a2-DoFsAmplifiedPiezoelectricActuator
model that incorporates voltage inputs and outputs. Only the vertical direction is considered in this analysis as it presents
the most stringent requirements; the horizontal directions are subject to less demanding constraints.

From these transfer functions, the maximum acceptable Amplitude Spectrum Density (ASD) of the noise sources is
derived (Section 3.4.1.2). Since the voltage amplifier gain affects the amplification of DAC noise, an assumption of an
amplifier gain of 20 was made.
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3.4.1.1 Closed-Loop Sensitivity to InstrumentationNoise

Several key noise sources are considered in the analysis (Figure 3.72). These include the output voltage noise of theDAC
(nda), the output voltage noise of the voltage amplifier (namp), and the voltage noise of the ADCmeasuring the force
sensor stacks (nad).

Encoder noise, which is only used to estimateRz , has been found to have minimal impact on the vertical sample error
and is therefore omitted from this analysis for clarity.

The transfer functions from these three noise sources (for one strut) to the vertical error of the sample are estimated
from the multi-body model, which includes the APA300ML and the designed flexible joints (Figure 3.73).
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Figure 3.73: Transfer function from noise sources to vertical error, in closed-loop with the implemented HAC-LAC strategy.

3.4.1.2 Estimation ofMaximumAcceptable InstrumentationNoise

The most stringent requirement for the system is maintaining vertical vibrations below the smallest expected beam size
of 100 nm, which corresponds to a maximum allowed vibration of 15 nmRMS.

Several assumptions regarding the noise characteristics have been made. The DAC, ADC, and amplifier noise are con-
sidered uncorrelated, which is a reasonable assumption. Similarly, the noise sources corresponding to each strut are
also assumed to be uncorrelated. This means that the Power Spectral Densitys (PSDs) of the different noise sources are
summed.

Since the effect of each strut on the vertical error is identical due to symmetry, only one strut is considered for this analysis,
and the total effect of the six struts is calculated as six times the effect of one strut in terms of power, which translates to
a factor of

√
6 ≈ 2.5 for RMS values.

In order to derive specifications in terms of noise spectral density for each instrumentation component, a white noise
profile is assumed, which is typical for these components.

The noise specification is computed such that if all components operate at their maximum allowable noise levels, the
specification for vertical error will still be met. While this represents a pessimistic approach, it provides a reasonable
estimate of the required specifications.

Based on this analysis, the obtained maximum noise levels are as follows: DAC maximum output noise ASD is estab-
lished at 14µV/

√
Hz, voltage amplifier maximum output voltage noise ASD at 280µV/

√
Hz, and ADC maximum
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measurement noise ASD at 11µV/
√
Hz. In terms of RMS noise, these translate to less than 1mVRMS for the DAC,

less than 20mVRMS for the voltage amplifier, and less than 0.8mVRMS for the ADC.

If theAmplitude SpectralDensity of the noise of theADC,DAC, and voltage amplifiers all remain below these specified
maximum levels, then the induced vertical error will be maintained below 15 nmRMS.

3.4.2 Selection of Instrumentation

3.4.2.1 Piezoelectric Voltage Amplifier

Several characteristics of piezoelectric voltage amplifiers must be considered for this application. To take advantage of
the full stroke of the piezoelectric actuator, the voltage output should range between −20 and 150V. The amplifier
should accept an analog input voltage, preferably in the range of−10 to 10V, as this is standard for most DACs.

Small signal Bandwidth and Output Impedance Small signal bandwidth is particularly important for feed-
back applications as it can limit the overall bandwidth of the complete feedback system.

A simplified electricalmodel of a voltage amplifier connected to a piezoelectric stack is shown in Figure 3.74. Thismodel
is valid for small signals and provides insight into the small signal bandwidth limitation [46, chap. 14]. In this model,
Ro represents the output impedance of the amplifier. When combined with the piezoelectric load (represented as a
capacitanceCp), it forms a first order low pass filter described by (3.77).

Va

Vi
(s) =

1

1 + s
ω0

, ω0 =
1

RoCp
(3.77)

Voltage Amplifier Piezoelectric
Stacks

Figure 3.74: Electrical model of an amplifier with output impedanceR0 connected to a piezoelectric stack with capacitanceCp.

Consequently, the small signal bandwidth depends on the load capacitance and decreases as the load capacitance in-
creases. For the APA300ML, the capacitive load of the two piezoelectric stacks corresponds to Cp = 8.8µF. If a
small signal bandwidth of f0 = ω0

2π = 5 kHz is desired, the voltage amplifier output impedance should be less than
R0 = 3.6Ω.

Large signal Bandwidth Large signal bandwidth relates to the maximum output capabilities of the amplifier in
terms of amplitude as a function of frequency.

Since the primary function of the NASS is position stabilization rather than scanning, this specification is less critical
than the small signal bandwidth. However, considering potential scanning capabilities, a worst-case scenario of a con-
stant velocity scan (triangular reference signal) with a repetition rate of fr = 100Hz using the full voltage range of the
piezoelectric actuator (Vpp = 170V) is considered.
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There are two limiting factors for large signal bandwidth that should be evaluated:

1. Slew rate, which should exceed 2 · Vpp · fr = 34V/ms. This requirement is typically easily met by commercial
voltage amplifiers.

2. Current output capabilities: as the capacitive impedance decreases inversely with frequency, it can reach very
low values at high-frequency. To achieve high voltage at high-frequency, the amplifier must therefore provide
substantial current. The maximum required current can be calculated as Imax = 2 · Vpp · f · Cp = 0.3A.

Therefore, ideally, a voltage amplifier capable of providing 0.3A of current would be interesting for scanning applica-
tions.

Output voltage noise As established in Section 3.4.1, the output noise of the voltage amplifier should be below
20mVRMS.

It shouldbenoted that the load capacitance of thepiezoelectric stackfilters the outputnoise of the amplifier, as illustrated
by the low pass filter in Figure 3.74. Therefore, when comparing noise specifications from different voltage amplifier
datasheets, it is essential to verify the capacitance of the load used during the measurement [133].

For this application, the output noisemust remain below 20mVRMSwith a load of 8.8µF and a bandwidth exceeding
5 kHz.

Choice of voltage amplifier The specifications are summarized in Table 3.12. The most critical characteristics
are the small signal bandwidth (> 5 kHz) and the output voltage noise (< 20mVRMS).

Several voltage amplifiers were considered, with their datasheet information presented in Table 3.12. One challenge
encountered during the selection process was that manufacturers typically do not specify output noise as a function of
frequency (i.e., the ASD of the noise), but instead provide only the RMS value, which represents the integrated value
across all frequencies. This approach does not account for the frequency dependency of the noise, which is crucial for
accurate error budgeting.

Additionally, the load conditions used to estimate bandwidth and noise specifications are often not explicitly stated. In
many cases, bandwidth is reported withminimal load while noise is measured with substantial load, making direct com-
parisons between different models more complex. Note that for the WMA-200 amplifier, the manufacturer proposed
to remove the 50Ω output resistor to improve to small signal bandwidth above 10 kHz

The PD200 amplifier from PiezoDrive was ultimately selected because it meets all the requirements and is accompanied
by clear documentation, particularly regarding noise characteristics and bandwidth specifications.

3.4.2.2 ADC andDAC

Analog-to-digital converters and digital-to-analog converters play key roles in the system, serving as the interface between
the digital RT controller and the analog physical plant. The proper selection of these components is critical for system
performance.

Synchronicity and Jitter For control systems, synchronous sampling of inputs and outputs of the real-time
controller and minimal jitter are essential requirements [2, 3].
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Table 3.12: Specifications for the voltage amplifier and considered commercial products.

Specifications PD200 WMA-200 LA75B E-505
PiezoDrive Falco Cedrat PI

Input Voltage Range: ±10V ±10V ±8.75V −1/7.5V −2/12V
Output Voltage Range: −20/150V −50/150V ±175V −20/150V −30/130V
Gain > 15 20 20 20 10
Output Current > 300mA 900mA 150mA 360mA 215mA
Slew Rate > 34V/ms 150V/µs 80V/µs n/a n/a
Output noise < 20mV RMS 0.7mV 0.05mV 3.4mV 0.6mV
(10uF load) (10µF load) (10µF load) (n/a) (n/a)
Small Signal Bandwidth > 5 kHz 6.4 kHz 300Hz 30 kHz n/a
(10µF load) (10µF load) (10µF load) (unloaded) (n/a)
Output Impedance: < 3.6Ω n/a 50Ω n/a n/a

Therefore, theADCandDACmustbewell interfacedwith the Speedgoat real-time controller and triggered synchronously
with the computation of the control signals. Based on this requirement, priority was given to ADC and DAC compo-
nents specifically marketed by Speedgoat to ensure optimal integration.

Sampling Frequency, Bandwidth and delays Several requirements that may initially appear similar are actu-
ally distinct in nature.

First, the sampling frequency defines the interval between two sampled points and determines the Nyquist frequency.
Then, the bandwidth specifies the maximum frequency of a measured signal (typically defined as the−3 dB point) and
is often limited by implemented anti-aliasing filters. Finally, delay (or latency) refers to the time interval between the
analog signal at the input of the ADC and the digital information transferred to the control system.

Sigma-Delta ADCs can provide excellent noise characteristics, high bandwidth, and high sampling frequency, but often
at the cost of poor latency. Typically, the latency can reach 20 times the sampling period [123, chapt. 8.4]. Consequently,
while Sigma-Delta ADCs arewidely used for signal acquisition applications, they have limited utility in real-time control
scenarios where latency is a critical factor.

For real-time control applications, successive-approximation ADC remain the predominant choice due to their single-
sample latency characteristics.

ADCNoise Based on the dynamic error budget established in Section 3.4.1, themeasurement noise ASD should not
exceed 11µV /

√
Hz.

ADCs are subject to various noise sources. Quantization noise, which results from the discrete nature of digital repre-
sentation, is one of these sources. To determine the minimum bit depth n required to meet the noise specifications, an
ideal ADCwhere quantization error is the only noise source is considered.

The quantization step size, denoted as q = ∆V /2n, represents the voltage equivalent of the Least Significant Bit (LSB),
with∆V the full range of the ADC in volts, and Fs the sampling frequency in Hertz.

The quantization noise ranges between±q/2, and its probability density function is constant across this range (uniform
distribution). Since the integral of this probability density function p(e) equals one, its value is 1/q for−q/2 < e <
q/2, as illustrated in Figure 3.75.

The variance (or time-average power) of the quantization noise is expressed by (3.78).
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Figure 3.75: Probability density function p(e) of the ADC quantization error e.

Pq =

∫ q/2

−q/2

e2p(e)de =
q2

12
(3.78)

To compute the power spectral density of the quantization noise, which is defined as the Fourier transformof the noise’s
autocorrelation function, it is assumed that noise samples are uncorrelated. Under this assumption, the autocorrelation
function approximates a delta function in the time domain. Since the Fourier transform of a delta function equals one,
the power spectral density becomes frequency-independent (white noise).

By Parseval’s theorem, the power spectral density of the quantization noise Φq can be linked to the ADC sampling
frequency and quantization step size (3.79).

∫ Fs/2

−Fs/2
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12Fs
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[
V 2

Hz

]
(3.79)

From a specified noise amplitude spectral density Γmax, the minimum number of bits required to keep quantization
noise below Γmax is calculated using (3.80).

n = log2

(
∆V√

12Fs · Γmax

)
(3.80)

With a sampling frequency Fs = 10 kHz, an input range ∆V = 20V and a maximum allowed ASD Γmax =

11µV/
√
Hz, the minimum number of bits is nmin = 12.4, which is readily achievable with commercial ADCs.

DAC Output voltage noise Similar to the ADC requirements, the DAC output voltage noise ASD should not
exceed 14µV/

√
Hz. This specification corresponds to a±10VDAC with 13-bit resolution, which is easily attainable

with current technology.

Choice of the ADC and DAC Board Based on the preceding analysis, the selection of suitable ADC and DAC
components is straightforward.

For optimal synchronicity, a Speedgoat-integrated solutionwas chosen. The selectedmodel is the IO131, which features
16 analog inputs based on theAD7609with 16-bit resolution,±10V range, maximum sampling rate of 200kSPS (Sam-
ples per Second), simultaneous sampling, and differential inputs allowing the use of shielded twisted pairs for enhanced
noise immunity. The board also includes 8 analog outputs based on theAD5754Rwith 16-bit resolution,±10V range,
conversion time of 10µs, and simultaneous update capability.
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Although noise specifications are not explicitly provided in the datasheet, the 16-bit resolution should ensure perfor-
mance well below the established requirements. This will be experimentally verified in Section 3.4.3.

3.4.2.3 Relative Displacement Sensors

The specifications for the relative displacement sensors include sufficient compactness for integration within each strut,
noise levels below 6 nmRMS (derived from the 15 nmRMS vertical error requirement for the system divided by the
contributions of six struts), and a measurement range exceeding 100µm.

Several sensor technologies are capable ofmeeting these requirements [45]. These includeoptical encoders (Figure 3.76a),
capacitive sensors (Figure 3.76c), and eddy current sensors (Figure 3.76b), each with their own advantages and imple-
mentation considerations.

(a) Optical Linear Encoder (b) Eddy Current Sensor (c) Capacitive Sensor

Figure 3.76: Relative motion sensors considered for measuring the active platform strut motion.

From an implementation perspective, capacitive and eddy current sensors offer a slight advantage as they can be quite
compact and can measure in line with the APA, as illustrated in Figure 3.77b. In contrast, optical encoders are bigger
and they must be offset from the strut’s action line, which introduces potential measurement errors (Abbe errors) due
to potential relative rotations between the two ends of the APA, as shown in Figure 3.77a.

Encoder

Ruler

(a) Optical Encoder

Capacitive
Sensor

Target

(b) Capacitive Sensor

Figure 3.77: Implementation of relative displacement sensors to measure the motion of the APA.

A practical consideration in the sensor selection process was the fact that sensor signals must pass through an electrical
slip-ring due to the continuous spindle rotation. Measurements conducted on the slip-ring integrated in the micro-
station revealed substantial cross-talk between different slip-ring channels. To mitigate this issue, preference was given
to sensors that transmit displacement measurements digitally, as these are inherently less susceptible to noise and cross-
talk. Based on this criterion, an optical encoder with digital output was selected, where signal interpolation is performed
directly in the sensor head.

The specifications of the considered relative motion sensor, the Renishaw Vionic, are summarized in Table 3.13, along-
side alternative options that were considered.
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Table 3.13: Specifications for the relative displacement sensors and considered commercial products.

Specifications Renishaw Vionic LION CPL190 Cedrat ECP500

Technology Digital Encoder Capacitive Eddy Current
Bandwidth > 5 kHz > 500 kHz 10 kHz 20 kHz
Noise < 6 nm RMS 1.6 nm RMS 4 nm RMS 15 nm RMS
Range > 100µm Ruler length 250µm 500µm
In line measurement × ×
Digital Output ×

3.4.3 Characterization of Instrumentation

3.4.3.1 Analog toDigital Converters

MeasuredNoise Themeasurement of ADC noise was performed by short-circuiting its input with a 50Ω resistor
and recording the digital values at a sampling rate of 10 kHz. The amplitude spectral density of the recorded values was
computed and is presented in Figure 3.78. The ADC noise exhibits characteristics of white noise with an amplitude
spectral density of 5.6µV/

√
Hz (equivalent to 0.4mVRMS), which satisfies the established specifications. All ADC

channels demonstrated similar performance, so only one channel’s noise profile is shown.

If necessary, oversampling can be applied to further reduce the noise [80]. To gain w additional bits of resolution, the
oversampling frequency fos should be set to fos = 4w · Fs. Given that the ADC can operate at 200kSPS while the
real-time controller runs at 10kSPS, an oversampling factor of 16 can be employed to gain approximately two additional
bits of resolution (reducing noise by a factor of 4). This approach is effective because the noise approximates white noise
and its amplitude exceeds 1 LSB (0.3 mV) [58].
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Figure 3.78:Measured ADC noise (IO318).

ReadingofPiezoelectricForceSensor To further validate theADC’s capability to effectivelymeasure voltage
generated by a piezoelectric stack, a test was conducted using the APA95ML. The setup is illustrated in Figure 3.79,
where two stacks are used as actuators (connected in parallel) and one stack serves as a sensor. The voltage amplifier
employed in this setup has a gain of 20.

Step signals with an amplitude of 1Vwere generated using the DAC, and the ADC signal was recorded. The excitation
signal (steps) and the measured voltage across the sensor stack are displayed in Figure 3.80b.

Two notable observations were made: an offset voltage of 2.26V was present, and the measured voltage exhibited an
exponential decay response to the step input. These phenomena can be explained by examining the electrical schematic
shown in Figure 3.80a, where the ADC has an input impedanceRi and an input bias current in.
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Figure 3.79: Schematic of the setup to validate the use of the ADC for reading the force sensor voltage.

The input impedanceRi of the ADC, in combination with the capacitanceCp of the piezoelectric stack sensor, forms
an RC circuit with a time constant τ = RiCp. The charge generated by the piezoelectric effect across the stack’s capac-
itance gradually discharges into the input resistor of the ADC. Consequently, the transfer function from the generated
voltage Vp to the measured voltage VADC is a first-order high-pass filter with the time constant τ .

An exponential curve was fitted to the experimental data, yielding a time constant τ = 6.5 s. With the capacitance
of the piezoelectric sensor stack being Cp = 4.4µF, the internal impedance of the Speedgoat ADC was calculated as
Ri = τ/Cp = 1.5MΩ, which closely aligns with the specified value of 1MΩ found in the datasheet.
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(b)Measured Signals

Figure 3.80: Electrical schematic of the ADCmeasuring the piezoelectric force sensor (a), adapted from [97]. Measured voltage Vs

while step voltages are generated for the actuator stacks (b).

The constant voltage offset can be explained by the input bias current in of the ADC, represented in Figure 3.80a. At
DC, the impedance of the piezoelectric stack is much larger than the input impedance of the ADC, and therefore the
input bias current in passing through the internal resistanceRi produces a constant voltage offset Voff = Ri · in. The
input bias current in is estimated from in = Voff/Ri = 1.5µA.

In order to reduce the input voltage offset and to increase the corner frequency of the high pass filter, a resistorRp can
be added in parallel to the force sensor, as illustrated in Figure 3.81a. This modification produces two beneficial effects:
a reduction of input voltage offset through the relationship Voff = (RpRi)/(Rp + Ri)in, and an increase in the high
pass corner frequency fc according to the equations τ = 1/(2πfc) = (RiRp)/(Ri +Rp)Cp.

To validate this approach, a resistorRp ≈ 82 kΩ was added in parallel with the force sensor as shown in Figure 3.81a.
After incorporating this resistor, the same step response tests were performed, with results displayed in Figure 3.81b.
The measurements confirmed the expected improvements, with a substantially reduced offset voltage (Voff = 0.15V)
and a much faster time constant (τ = 0.45 s). These results validate both the model of the ADC and the effectiveness
of the added parallel resistor as a solution.
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(b)Measured Signals

Figure 3.81: Effect of an added resistorRp in parallel to the force sensor. The electrical schematic is shown in (a) and the measured
signals in (b).

3.4.3.2 Instrumentation Amplifier

Because theADCnoisemay be too low tomeasure the noise of other instruments (anything below 5.6µV/
√
Hz cannot

be distinguished from the noise of the ADC itself), a low noise instrumentation amplifier was employed. A Femto
DLPVA-101-B-S amplifier with adjustable gains from 20 dB up to 80 dB was selected for this purpose.

The first step was to characterize the input1 noise of the amplifier. This was accomplished by short-circuiting its input
with a 50Ω resistor and measuring the output voltage with the ADC (Figure 3.82). The maximum amplifier gain of
80 textdB (equivalent to 10000) was used for this measurement.

Themeasured voltagenwas then divided by 10000 to determine the equivalent noise at the input of the voltage amplifier
na. In this configuration, thenoise contribution from theADC qad is renderednegligible due to thehigh gain employed.
The resulting amplifier noise amplitude spectral density Γna

and the (negligible) contribution of the ADC noise are
presented in Figure 3.83.

Pre Amp ADC

0 + Ga(s) + ADC /
n

na qad

Figure 3.82:Measurement of the instrumentation amplifier
input voltage noise.
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Figure 3.83: Obtained ASD of the instrumentation amplifier
input voltage noise.

3.4.3.3 Digital to Analog Converters

Output Voltage Noise To measure the output noise of the DAC, the setup schematically represented in Fig-
ure 3.84 was used. The DAC was configured to output a constant voltage (zero in this case), and the gain of the pre-
amplifier was adjusted such that the measured amplified noise was significantly larger than the noise of the ADC.

1For variable gain amplifiers, it is usual to refer to the input noise rather than the output noise, as the input referred noise is almost independent
on the chosen gain.
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The Amplitude Spectral Density Γnda
(ω) of the measured signal was computed, and verification was performed to

confirm that the contributions of ADC noise and amplifier noise were negligible in the measurement.

The resulting Amplitude Spectral Density of the DAC’s output voltage is displayed in Figure 3.85a. The noise profile is
predominantly white with anASDof 0.6µV/

√
Hz. Minor 50Hznoise is present, alongwith some low frequency 1/f

noise, but these are not expected to pose issues as they are well within specifications. It should be noted that all DAC
channels demonstrated similar performance, so only one channel measurement is presented.

DAC Pre Amp ADC

0 DAC + + Ga(s) + ADC/ /

nda na qad

Figure 3.84:Measurement of theDACoutput voltage noise. A pre-amplifier with a gain of 1000 is used beforemeasuring the signal
with the ADC.

Delay fromADCtoDAC Tomeasure the transfer function fromDACtoADCand verify that the bandwidth and
latency of both instruments is sufficient, a direct connection was established between the DAC output and the ADC
input. A white noise signal was generated by the DAC, and the ADC response was recorded.

The resulting FRF from the digital DAC signal to the digital ADC signal is presented in Figure 3.85b. The observed
FRF corresponds to exactly one sample delay, which aligns with the specifications provided by the manufacturer.
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(a) Output noise of the DAC
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(b) Transfer function fromDAC to ADC

Figure 3.85:Measurement of the output voltage noise of theDAC (a) andmeasured transfer function fromDACtoADC(b)which
corresponds to a “1-sample” delay.

3.4.3.4 Piezoelectric Voltage Amplifier

Output Voltage Noise The measurement setup for evaluating the PD200 amplifier noise is illustrated in Fig-
ure 3.86. The input of the PD200 amplifier was shunted with a 50 resistor to ensure that only the inherent noise of
the amplifier itself was measured. The pre-amplifier gain was increased to produce a signal substantially larger than the
noise floor of the ADC. Two piezoelectric stacks from the APA95MLwere connected to the PD200 output to provide
an appropriate load for the amplifier.
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PD200 Pre Amp ADC

0 Gp(s) + + Ga(s) + ADC /
n

np na qad

Figure 3.86: Setup used to measure the output voltage noise of the PD200 voltage amplifier. A gainGa = 1000 was used for the
instrumentation amplifier.

The Amplitude Spectral Density Γn(ω) of the signal measured by the ADCwas computed. From this, the Amplitude
Spectral Density of the output voltage noise of the PD200 amplifier np was derived, accounting for the gain of the
pre-amplifier according to (3.81).

Γnp(ω) =
Γn(ω)

|Gp(jω)Ga(jω)|
(3.81)

The computed Amplitude Spectral Density of the PD200 output noise is presented in Figure 3.87. Verification was
performed to confirm that the measured noise was predominantly from the PD200, with negligible contributions from
the pre-amplifier noise or ADC noise. The measurements from all six amplifiers are displayed in this figure.

The noise spectrumof the PD200 amplifiers exhibits several sharp peaks. While the exact cause of these peaks is not fully
understood, their amplitudes remain below the specified limits and should not adversely affect system performance.
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Figure 3.87:Measured output voltage noise of the PD200 amplifiers.

Small Signal Bandwidth The small signal dynamics of all six PD200 amplifiers were characterized through FRF
measurements.

A logarithmic sweep sine excitation voltage was generated using the Speedgoat DACwith an amplitude of 0.1V, span-
ning frequencies from 1Hz to 5 kHz. The output voltage of the PD200 amplifier was measured via themonitor voltage
output of the amplifier, while the input voltage (generated by the DAC) was measured with a separate ADC channel
of the Speedgoat system. This measurement approach eliminates the influence of ADC-DAC-related time delays in the
results.

All six amplifiers demonstrated consistent transfer function characteristics. The amplitude response remains constant
across a wide frequency range, and the phase shift is limited to less than 1 degree up to 500Hz, well within the specified
requirements.
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The identified dynamics shown in Figure 3.88 can be accurately modeled as either a first-order low-pass filter or as a
simple constant gain.
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Figure 3.88: Identified dynamics from input voltage to output voltage of the PD200 voltage amplifier.

3.4.3.5 Linear Encoders

To measure the noise of the encoder, the head and ruler were rigidly fixed together to ensure that no relative motion
would be detected. Under these conditions, any measured signal would correspond solely to the encoder noise.

Themeasurement setup is shown in Figure 3.89. Tominimize environmental disturbances, the entire benchwas covered
with a plastic bubble sheet during measurements.

The amplitude spectral density of the measured displacement (which represents the measurement noise) is presented in
Figure 3.90. The noise profile exhibits characteristics of white noise with an amplitude of approximately 1 nmRMS,
which complies with the system requirements.

Figure 3.89: Test bench used to measure the encoder noise.
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Figure 3.90:Measured encoder noise ASD.
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3.4.3.6 Noise Budgeting fromMeasured InstrumentationNoise

After characterizing all instrumentation components individually, their combined effect on the sample’s vibration was
assessed using the multi-body model. The vertical motion induced by the noise sources, specifically the ADC noise,
DAC noise, and voltage amplifier noise, is presented in Figure 3.91. The total motion induced by all noise sources
combined is approximately 1.5 nmRMS, which remains well within the specified limit of 15 nmRMS. This confirms
that the selected instrumentation, with its measured noise characteristics, is suitable for the intended application.
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Figure 3.91: Closed-loop noise budgeting using measured noise of instrumentation.

Conclusion

This section has presented a comprehensive approach to the selection and characterization of instrumentation for the
nano active stabilization system. The multi-body model created earlier served as a key tool for embedding instrumen-
tation components and their associated noise sources within the system analysis. From the most stringent requirement
(i.e. the specification on vertical sample motion limited to 15 nmRMS), detailed specifications for each noise source
were methodically derived through dynamic error budgeting.

Based on these specifications, appropriate instrumentation components were selected for the system. The selection pro-
cess revealed certain challenges, particularly with voltage amplifiers, where manufacturer datasheets often lacked crucial
information needed for accurate noise budgeting, such as amplitude spectral densities under specific load conditions.
Despite these challenges, suitable components were identified that theoretically met all requirements.

The selected instrumentation was procured and thoroughly characterized. Initial measurements of the ADC system
revealed an issue with force sensor readout related to input bias current, which was successfully addressed by adding a
parallel resistor to optimize the measurement circuit.

All components were found to meet or exceed their respective specifications. The ADC demonstrated noise levels of
5.6µV/

√
Hz (versus the 11µV/

√
Hz specification), the DAC showed 0.6µV/

√
Hz (versus 14µV/

√
Hz required),

the voltage amplifiers exhibited noise well below the 280µV/
√
Hz limit, and the encoders achieved 1 nmRMS noise

(versus the 6 nmRMS specification).

Finally, the measured noise characteristics of all instrumentation components were included into themulti-bodymodel
to predict the actual system performance. The combined effect of all noise sources was estimated to induce vertical sam-
ple vibrations of only 1.5 nmRMS, which is substantially below the 15 nmRMS requirement. This rigorous method-
ology spanning requirement formulation, component selection, and experimental characterization validates the instru-
mentation’s ability to fulfill the nano active stabilization system’s demanding performance specifications.
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3.5 Obtained Design: the “Nano-Hexapod”

The detailed mechanical design of the active platform (also referred to as the “nano-hexapod”), depicted in Figure 3.92,
is presented in this section. Several primary objectives guided the mechanical design. First, to ensure a well-defined
Jacobianmatrix used in the control architecture, accurate positioning of the top flexible joint rotation points and correct
orientation of the struts were required. Secondly, space constraints necessitated that the entire platform fit within a
cylinder with a radius of 120mm and a height of 95mm. Thirdly, because performance predicted by the multi-body
modelwas fulfilling the requirements, the final designwas intended to approximate the behavior of this “idealized” active
platform as closely as possible. This objective implies that the frequencies of (un-modeled) flexible modes potentially
detrimental to control performance needed to be maximized. Finally, considerations for ease of mounting, alignment,
and maintenance were incorporated, specifically ensuring that struts could be easily replaced in the event of failure.

Top flexible Joint

Amplified
Piezoelectric

Actuator

Encoder

Ruler support

Top plate

Bottom plate

Strut

Bot Flexible Joint

95mm

Figure 3.92: Obtained mechanical design of the active platform, called the “nano-hexapod”.

3.5.1 Mechanical Design

Struts The strut design, illustrated inFigure 3.93,was drivenby several factors. Stiff interfaceswere requiredbetween
the amplified piezoelectric actuator and the two flexible joints, as well as between the flexible joints and their respective
mounting plates. Due to the limited angular stroke of the flexible joints, it was critical that the struts could be assembled
such that the two cylindrical interfaces were coaxial while the flexible joints remained in their unstressed, nominal rest
position. To facilitate this alignment, cylindrical washers (Figure 3.93a) were integrated into the design to compensate
for potential deviations from perfect flatness between the two APA interface planes (Figure 3.94b). Furthermore, a
dedicated mounting bench was developed to enable precise alignment of each strut, even when accounting for typical
machining inaccuracies. The mounting procedure is described in Section 4.3.1. Lastly, the design needed to permit the
mounting of an encoder parallel to the strut axis, as shown in Figure 3.93b.

The flexible joints, shown in Figure 3.94a, were manufactured using wire-cut Electrical Discharge Machining (EDM).
First, the part being quite fragile, stemming from its 0.25mmneck dimension, is easier tomachine using wire-cut EDM
thanks to the very small cutting forces compared to classical machining. Furthermore, wire-cut EDM allows for tight
machining tolerances of complex shapes. The material chosen for the flexible joints is a stainless steel designated X5Cr-
NiCuNb16-4 (alternatively known as F16Ph). This selection was based on its high specified yield strength (exceeding
1GPa after appropriate heat treatment) and its high fatigue resistance.

As shown in Figure 3.94a, the interface designed to connect with the APA possesses a cylindrical shape, facilitating the
use of the aforementioned cylindrical washers for alignment. A slotted hole was incorporated to permit alignment of the
flexible jointwith theAPAvia a dowel pin. Additionally, two threaded holeswere included on the sides formounting the
encoder components. The interface connecting the flexible joint to the platformplateswill be described subsequently.
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Cylindrical
Washers

(a) Before encoder integration

Encoder Ruler

(b)With the mounted encoder

Figure 3.93: Design of the nano-hexapod struts. Before (a) and after (b) encoder integration.

Modifications to the standard mechanical interfaces of the APA300ML were requested from the manufacturer. The
modified design features two planar surfaces and a dowel hole for precise location and orientation, as illustrated in Fig-
ure 3.94b.

Plate

Interface

APA

Interface

Encoder

Interface

Slotted

Hole

(a) Flexible joint

Joint
Interface

Piezoelectric Stacks

Dowel Hole

(b) Amplified Piezoelectric Actuator

Figure 3.94: Twomain components of the struts: the flexible joint (a) and the amplified piezoelectric actuator (b).

Accuratemeasurement of the relative displacement within each strut requires the encoders to sense themotion between
the rotational centers of the two associated flexible joints. To achieve this, two interface parts, fabricated fromaluminum,
were designed. These parts serve to fix the encoder head and the associated scale (ruler) to the two flexible joints, as
depicted in Figure 3.93b.

Plates The design of the top and bottom plates of the nano-hexapodwas governed by twomain requirements: max-
imizing the frequency of flexible modes and ensuring accurate positioning of the top flexible joints and well-defined
orientation of the struts. To maximize the natural frequencies associated with plate flexibility, a network of reinforcing
ribs was incorporated into the design, as shown for the top plate in Figure 3.95. Although topology optimizationmeth-
ods were considered, the implemented ribbed design was found to provide sufficiently high natural frequencies for the
flexible modes.

The interfaces for the joints on the plates incorporate V-grooves (red planes in Figure 3.95). The cylindrical portion
of each flexible joint is constrained within its corresponding V-groove through two distinct line contacts, illustrated
in Figure 3.96a. These grooves consequently serve to define the nominal orientation of the struts. High machining
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Joint
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Figure 3.95: The mechanical design for the top platform incorporates precisely positioned V-grooves for the joint interfaces (dis-
played in red). The purpose of the encoder interface (shown in green) is later detailed.
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Figure 3.96: Clamping of the flexible points on the nano-hexapod plates. Both top and bottom flexible joints are clamped to the
plates as shown in (a). While the top flexible joints are in contact with the top plate for precise positioning of its center
of rotation (b), the bottom joints are just oriented (c).

accuracy for these features is essential to ensure that the flexible joints are in their neutral, unstressed state when the
nano-hexapod is assembled.

Furthermore, the flat interface surface of each top flexible joint is designed to be in direct contact with the top platform
surface, as shown in Figure 3.96b. This contact ensures that the centers of rotation of the top flexible joints, are precisely
located relative to the top platform coordinate system. The bottom flexible joints, however, are primarily oriented by
the V-grooves without the same precise positional constraint against the bottom plate, as shown in Figure 3.96c.

Both plates were specified to be manufactured from a martensitic stainless steel, X30Cr13. This material was selected
primarily for its high hardness, which minimizes the risk of deformation of the reference surfaces during the clamping
of the flexible joints. This characteristic is expected to permit repeated assembly and disassembly of the struts, should
maintenance or reconfiguration be necessary.

Finite Element Analysis A Finite Element Analysis (FEA) of the complete nano-hexapod assembly was per-
formed to identify modes that could potentially affect performance. The analysis revealed that the first six modes cor-
respond to “suspension” modes, where the top plate effectively moves as a rigid body, and motion primarily involves
axial displacement of the six struts (an example is shown in Figure 3.97a). Following these suspensionmodes, numerous
“local” modes associated with the struts themselves were observed in the frequency range between 205Hz and 420Hz.
One such mode is represented in Figure 3.97b. Although these modes do not appear to induce significant motion of
the top platform, they do cause relative displacement between the encoder components (head and scale) mounted on
the strut. Consequently, such modes could potentially degrade control performance if the nano-hexapod’s position is
regulated using these encoder measurements. The extent to which these modes might be detrimental is difficult to es-
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tablish at this stage, as it depends on whether they are significantly excited by the APA actuation and their sensitivity
to strut alignment. Finally, the FEA indicated that flexible modes of the top plate itself begin to appear at frequencies
above 650Hz, with the first such mode shown in Figure 3.97c.

(a) Suspension mode (b) Strut - Local mode (c) Top plate mode

Figure 3.97: Finite ElementModel of the nano-hexapod. The first six modes are “suspension”modes in which the top plate behaves
as a rigid body (a). Then modes of the struts have natural frequencies from 205Hz to 420Hz (b). Finally, the first
flexible mode of the top plate is at 650Hz (c).

Alternative Encoder Placement In anticipation of potential issues arising from the local modes of the struts
affecting encoder measurements, an alternative mounting strategy for the encoders was designed. In this configuration,
the encoders are fixed directly to the top and bottom plates instead of the struts, as illustrated in Figure 3.98.

(a)Nano-Hexapod with encoders fixed to the plates (b) Zoom on encoder mounting

Figure 3.98: Alternative location of the encoders: fixed to the plates.

Dedicated supports, machined from aluminum, were designed for this purpose. It was verified through FEA that the
natural modes of these supports occur at frequencies sufficiently high (first mode estimated at 1120Hz) to not be prob-
lematic for control. Precise positioning of these encoder supports is achieved throughmachined pockets in both the top
and bottom plates, visible in Figure 3.95 (indicated in green). Although the encoders in this arrangement are aligned
parallel to the nominal strut axes, they no longermeasure the exact relative displacement along the strut between the flex-
ible joint centers. This geometric discrepancy implies that if the relative motion control of the nano-hexapod is based
directly on these encoder readings, the kinematic calculationsmay be slightly inaccurate, potentially affecting the overall
positioning accuracy of the platform.

3.5.2 Multi-BodyModel

Prior to the procurement of mechanical components, the multi-body simulation model of the active platform was re-
fined to incorporate the finalized design geometries. Two distinct configurations, corresponding to the two encoder
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mounting strategies discussed previously, were considered in the model, as displayed in Figure 3.99: one with encoders
fixed to the struts, and another with encoders fixed to the plates. In these models, the top and bottom plates were repre-
sented as rigid bodies, with their inertial properties calculated directly from the 3D geometry.

(a) Encoders fixed to the struts (b) Encoders fixed to the plates

Figure 3.99: 3D representation of themulti-bodymodel. There are two configurations: encoders fixed to the struts (a) and encoders
fixed to the plates (b).

Flexible Joints Several levels of detail were considered formodeling the flexible jointswithin themulti-bodymodel.
Models with two DoFs incorporating only bending stiffnesses, models with three DoFs adding torsional stiffness, and
models with four DoFs further adding axial stiffness were evaluated. The multi-body representation corresponding to
the 4-DoFs configuration is shown in Figure 3.100. Thismodel is composed of three distinct solid bodies interconnected
by joints, whose stiffness properties were derived from FEA of the joint component.

Axial
Stiffness

X Bending
& Torsional

Stiffness
Y Bending
Stiffness

Figure 3.100: 4-DoFs multi-body model of the flexible joints. Axial, bending and torsional stiffnesses are modeled.

Amplified Piezoelectric Actuators The Amplified Piezoelectric Actuators were incorporated into the multi-
body model following the methodology detailed in Section 3.2.2. Two distinct representations of the APA can be used
within the simulation: a simplified 2-DoFs model capturing the axial behavior, or a more complex “Reduced Order
Flexible Body” model derived from a FEM.

Encoders In earlier modeling stages, the relative displacement sensors (encoders) were implemented as a direct mea-
surement of the relative distance between the joint connection points ai and bi. However, as indicated by the FEA
results discussed previously, the flexible modes inherent to the struts could potentially affect the encoder measurement.
Therefore, a more sophisticated model of the optical encoder was necessary.

The optical encoders operate based on the interaction between an encoder head and a graduated scale or ruler. The
optical encoderhead contains a light source that illuminates the ruler. A reference frame{E}fixed to the scale, represents
the light position on the scale, as illustrated in Figure 3.101. The ruler features a precise grating pattern (in this case, with
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a 20µmpitch), and its position is associated with the reference frame {R}. The displacement measured by the encoder
corresponds to the relative position of the encoder frame {E} (specifically, the point where the light interacts with the
scale) with respect to the ruler frame {R}, projected along the measurement direction defined by the scale.

An important consequence of this measurement principle is that a relative rotation between the encoder head and the
ruler, as depicted conceptually in Figure 3.101b, can induce a measured displacement.

Encoder

Ruler

(a) Aligned encoder and ruler

Encoder

Ruler

(b) Rotation of the encoder head

Figure 3.101: Representation of the encoder multi-body model. Measurement di corresponds to the x position of the encoder
frame {E} expresssed in the ruller frame {R} (a). A rotation of the encoder therefore induces a measured displace-
ment (b).

Validation of the Designed Active Platform The refined multi-body model of the nano-hexapod was in-
tegrated into the multi-body micro-station model. Dynamical analysis was performed, confirming that the platform’s
behavior closely approximates the dynamics of the “idealized” model used during the conceptual design phase. Conse-
quently, closed-loopperformance simulations replicating tomography experiments yieldedmetrics highly comparable to
those previously predicted (as presented in Section 2.6.3.4). Given this similarity and because analogous simulations are
conducted and detailed during the experimental validation phase (Section 4.5.4), these specific results are not reiterated
here.
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Detailed Design - Conclusion

In this chapter, a comprehensive approach to the detailed design of the nano-hexapod for the Nano Active Stabiliza-
tion System has been presented. The design process was structured around four key aspects: geometry optimization,
component design, control strategy refinement, and instrumentation selection.

The geometry optimization beganwith a review of existing Stewart platform designs, followed by analytical modeling of
the relationship between geometric parameters and performance characteristics. While cubic architectures are prevalent
in the literature due to their purported advantages in decoupling and uniform stiffness, the analysis revealed that these
benefits are more nuanced than commonly described. For the nano-hexapod application, struts were oriented more
vertically than in a cubic configuration to address the stringent vertical performance requirements and to better match
the micro-station’s modal characteristics.

For component optimization, a hybridmodelingmethodologywas used that combinedFEAwithmulti-body dynamics.
This approach, validated experimentally using an Amplified Piezoelectric Actuator, enabled both detailed component-
level optimization and efficient system-level simulation. Through this methodology, the APA300ML was selected as
the optimal actuator, offering the necessary combination of stroke, stiffness, and force sensing capabilities required for
the application. Similarly, the flexible joints were designed with careful consideration of bending and axial stiffness
requirements, resulting in a design that balances competing mechanical demands.

For control optimization, three critical challenges were addressed. First, the problem of optimally combining multiple
sensors was investigated andwas focused on the design of complementary filters for sensor fusion. AH∞-synthesis tech-
nique was formulated for designing complementary filters with precisely shaped magnitude responses. Second, various
decoupling strategies for parallel manipulators were compared, filling a notable gap in current literature. Among the
evaluated techniques (decentralized control, Jacobian decoupling, modal decoupling, and SVD decoupling), Jacobian
decoupling was identified as the most suitable for the NASS due to its simplicity and ability to maintain physical inter-
pretation of the decoupled plant’s inputs and outputs. Third, a novel control architecture was developed that leverages
complementary filters for direct shaping of closed-loop transfer functions. This framework, whichwill be validated dur-
ing the experimental phase, offers an intuitive alternative to traditional methods by allowing designers to directly specify
desired closed-loop characteristics in a simple and intuitive way.

The instrumentation selection was guided by dynamic error budgeting, which established maximum acceptable noise
specifications for each component. The selected components—including the IO131ADC/DACboard, PD200 voltage
amplifiers, andVionic linear encoders—were then experimentally characterized to verify their performance. All compo-
nents were found tomeet or exceed their specifications, with the combined effect of all noise sources estimated to induce
vertical sample vibrations of only 1.5 nmRMS, well below the 15 nmRMS requirement.

The outcome of this detailed design process is a nano-hexapod and associated instrumentation specifically tailored to
the NASS applications. Following the completion of this design phase and the subsequent procurement of all specified
components, the project progressed to the experimental validation stage, which forms the focus of the next chapter.
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Abstract

The experimental validation follows a systematic approach, beginning with the characterization of individual compo-
nents before advancing to evaluate the assembled system’s performance (illustrated in Figure 4.1). Section 4.1 focuses on
the Amplified Piezoelectric Actuator (APA300ML), examining its electrical properties, and dynamical behavior. Two
models are developed and validated: a simplified two degrees-of-freedom model and a more complex super-element
extracted from FEA. The implementation of Integral Force Feedback is also experimentally evaluated to assess its effec-
tiveness in adding damping to the system.

In Section 4.2, the flexible joints are characterized to ensure theymeet the required specifications for stiffness and stroke.
A dedicated test bench is developed to measure the bending stiffness, with error analysis performed to validate the mea-
surement accuracy.
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Section 4.3 examines the assembly and testing of the struts, which integrate the APAs and flexible joints. Themounting
procedure is detailed, with particular attention to ensure consistent performance across multiple struts. Dynamical
measurements are performed to verifywhether the dynamics of the struts are corresponding to themulti-bodymodel.

The assembly and testing of the complete nano-hexapod is presented in Section 4.4. A suspended table is developed
to isolate the hexapod’s dynamics from support dynamics, enabling accurate identification of its dynamical properties.
The experimental FRFs are compared with the multi-body model predictions to validate the modeling approach. The
effects of various payload masses are also investigated.

Finally, Section 4.5 presents the validation of theNASS on the ID31 beamline. A short-strokemetrology system is devel-
oped to measure the sample position relative to the granite base. The HAC-LAC control architecture is implemented
and tested under various experimental conditions, including payload masses up to 39 kg and for typical experiments,
including tomography scans, reflectivity measurements, and diffraction tomography.

4.1 4.3 4.5

4.2

4.4

Actuators Nano Active Stabilization SystemStruts

Nano-Hexapod

Joints

Figure 4.1: Overviewof the experimental validationphase. The actuators andflexible joints and individual tested and then integrated
into the struts. The Nano-hexapod is then mounted and the complete system is validated on the ID31 beamline.
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4.1 Amplified Piezoelectric Actuators

In this chapter, the goal is to ensure that the received APA300ML (shown in Figure 4.2) are complying with the require-
ments and that the dynamical models of the actuator accurately represent its dynamics.

In section 4.1.1, the mechanical tolerances of the APA300ML interfaces are checked together with the electrical proper-
ties of the piezoelectric stacks and the achievable stroke. The flexible modes of the APA300ML, which were estimated
using a FEM, are compared with measurements.

Using a dedicated test bench, dynamicalmeasurements are performed (Section 4.1.2). The dynamics from the generated
DACvoltage (going through the voltage amplifier and then to two actuator stacks) to the induced axial displacement and
to the measured voltage across the force sensor stack are estimated. Integral Force Feedback is experimentally applied,
and the damped plants are estimated for several feedback gains.

Two different models of the APA300ML are presented. First, in Section 4.1.3, a two degrees-of-freedom model is pre-
sented, tuned, and comparedwith themeasureddynamics. Thismodel is proven to accurately represent theAPA300ML’s
axial dynamics while having low complexity.

Then, in Section 4.1.4, a super element of the APA300ML is extracted using a FEM and imported into the multi-body
model. This more complex model also captures well capture the axial dynamics of the APA300ML.

Figure 4.2: 5 of the 7 received APA300ML.

4.1.1 StaticMeasurements

Beforemeasuring the dynamical characteristics of theAPA300ML, simplemeasurements are performed. First, the toler-
ances (especially flatness) of themechanical interfaces are checked in Section 4.1.1.1. Then, the capacitance of the piezo-
electric stacks is measured in Section 4.1.1.2. The achievable stroke of the APA300ML ismeasured using a displacement
probe in Section 4.1.1.3. Finally, in Section 4.1.1.4, the flexible modes of the APA are measured and compared with a
FEM.

4.1.1.1 GeometricalMeasurements

Tomeasure the flatness of the two mechanical interfaces of the APA300ML, a small measurement bench is installed on
top of a metrology granite with excellent flatness. As shown in Figure 4.3, the APA is fixed to a clampwhile a measuring
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probe1 is used tomeasure the height of four points on each of the APA300ML interfaces. From the XYZ coordinates of
the measured eight points, the flatness is estimated by best fitting2 a plane through all the points. The measured flatness
values, summarized in Table 4.1, are within the specifications.

1

2

34

5 6

7
8

Figure 4.3:Measurement setup for flatness estimation.

Flatness [µm]

APA 1 8.9
APA 2 3.1
APA 3 9.1
APA 4 3.0
APA 5 1.9
APA 6 7.1
APA 7 18.7

Table 4.1: Estimated flatness of the APA300ML interfaces

4.1.1.2 ElectricalMeasurements

From the documentation of the APA300ML, the total capacitance of the three stacks should be between 18µF and
26µF with a nominal capacitance of 20µF.

The capacitance of the APA300ML piezoelectric stacks was measured with the LCRmeter3 shown in Figure 4.4. The
two stacks used as the actuator and the stack used as the force sensor were measured separately. The measured capaci-
tance values are summarized in Table 4.2 and the average capacitance of one stack is ≈ 5µF. However, the measured
capacitance of the stacks of “APA 3” is only half of the expected capacitance. This may indicate a manufacturing de-
fect.

Themeasured capacitance is found to be lower than the specified value. Thismay be because themanufacturermeasures
the capacitance with large signals (−20V to 150V), whereas it was here measured with small signals [152].

Figure 4.4: Used LCRmeter.

Sensor Stack Actuator Stacks

APA 1 5.10 10.03
APA 2 4.99 9.85
APA 3 1.72 5.18
APA 4 4.94 9.82
APA 5 4.90 9.66
APA 6 4.99 9.91
APA 7 4.85 9.85

Table 4.2:Measured capacitance in µF

1HeidenhainMT25, specified accuracy of±0.5µm.
2TheMatlab fminsearch command is used to fit the plane.
3LCR-819 fromGwinstek, with a specified accuracy of 0.05%. The measured frequency is set at 1 kHz.
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4.1.1.3 Stroke andHysteresis Measurement

To compare the stroke of the APA300ML with the datasheet specifications, one side of the APA is fixed to the granite,
and a displacement probe1 is located on the other side as shown in Figure 4.5.

The voltage across the two actuator stacks is varied from−20V to 150V using a DAC2 and a voltage amplifier3. Note
that the voltage is slowly varied as the displacement probe has a very low measurement bandwidth (see Figure 4.6a).

Figure 4.5: Test bench to measure the APA stroke.

The measured APA displacement is shown as a function of the applied voltage in Figure 4.6b. Typical hysteresis curves
for piezoelectric stack actuators can be observed. Themeasured stroke is approximately 250µmwhen using only two of
the three stacks. This is even abovewhat is specified as thenominal stroke in the data-sheet (304µm, therefore≈ 200µm
if only two stacks are used). For the NASS, this stroke is sufficient because the positioning errors to be corrected using
the nano-hexapod are expected to be in the order of 10µm.

It is clear from Figure 4.6b that “APA 3” has an issue compared with the other units. This confirms the abnormal
electrical measurements made in Section 4.1.1.2. This unit was sent back to Cedrat, and a new one was shipped back.
From now on, only the six remaining amplified piezoelectric actuators that behave as expected will be used.

4.1.1.4 FlexibleModeMeasurement

In this section, the flexible modes of the APA300ML are investigated both experimentally and through finite element
modeling. To experimentally estimate these modes, the APA is fixed at one end (see Figure 4.8). A Laser Doppler
Vibrometer4 is used tomeasure the difference ofmotionbetween two “red” points and an instrumentedhammer5 is used
to excite the flexible modes. Using this setup, the transfer function from the injected force to the measured rotation can
be computed under different conditions, and the frequency and mode shapes of the flexible modes can be estimated.

The flexible modes for the same condition (i.e. one mechanical interface of the APA300ML fixed) are estimated using a
finite element software, and the results are shown in Figure 4.7.

The measured FRFs computed from the experimental setups of figures 4.8a and 4.8b are shown in Figure 4.9. The
y bending mode is observed at 280Hz and the x bending mode is at 412Hz. These modes are measured at higher

1Millimar 1318 probe, specified linearity better than 1µm.
2The DAC used is the one included in the IO131 card sold by Speedgoat. It has an output range of±10V and 16-bits resolution.
3PD200 from PiezoDrive. The gain is 20V/V.
4Polytec controller 3001 with sensor heads OFV512.
5Kistler 9722A.
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Figure 4.6: Generated voltage across the two piezoelectric stack actuators to estimate the stroke of the APA300ML (a). Measured
displacement as a function of applied voltage (b).

(a) Y-bending mode (268Hz) (b) X-bending mode (399Hz) (c) Z-axial mode (706Hz)

Figure 4.7: First three modes of the APA300ML in a fix-free condition estimated from a Finite Element Model.

(a)X bending (b) Y Bending

Figure 4.8: Experimental setup tomeasure the flexiblemodes of theAPA300ML.For the bending in theX direction (a), the hammer
impact point is at the back of the top measurement point. For the bending in the Y direction (b), the hammer impact
point is located at the back of the top measurement point.
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frequencies than the frequencies estimated from the FEM (see frequencies in Figure 4.7). This is the opposite of what
is usually observed (i.e. having lower resonance frequencies in practice than the estimation from a FEM). This could be
explained by underestimation of the Young’s modulus of the steel used for the shell (190 GPa was used for the model,
but steel with Young’s modulus of 210GPa could have been used). Another explanation is the shape difference between
the manufactured APA300ML and the 3Dmodel, for instance thicker blades.
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Figure 4.9: Frequency response functions for the two tests using the instrumented hammer and the laser vibrometer. The Y-bending
mode is measured at 280Hz and the X-bending mode at 412Hz.

4.1.2 DynamicalMeasurements

After the measurements on the APA were performed in Section 4.1.1, a new test bench was used to better characterize
the dynamics of the APA300ML. This test bench, depicted in Figure 4.10, comprises the APA300ML fixed at one end
to a stationary granite block and at the other end to a 5 kg granite block that is vertically guided by an air bearing. Thus,
there is no friction when actuating the APA300ML, and it will be easier to characterize its behavior independently of
other factors. An encoder1 is used tomeasure the relative movement between the two granite blocks, therebymeasuring
the axial displacement of the APA.

Axial stiffness To estimate the stiffness of the APA, a weight with known massma = 6.4 kg is added on top of
the suspended granite and the deflection∆de is measured using the encoder. The APA stiffness can then be estimated
from equation (4.1), with g ≈ 9.8m/s2 the acceleration of gravity.

kapa =
mag

∆de
(4.1)

The measured displacement de as a function of time is shown in Figure 4.11. It can be seen that there are some drifts in
themeasured displacement (probably due to piezoelectric creep), and that the displacement does not return to the initial
position after themass is removed (probably due to piezoelectric hysteresis). These two effects induce some uncertainties
in the measured stiffness.

The stiffnesses are computed for all APAs from the two displacementsd1 andd2 (see Figure 4.11) leading to two stiffness
estimations k1 and k2. These estimated stiffnesses are summarized in Table 4.3 and are found to be close to the specified
nominal stiffness of the APA300ML k = 1.8N/µm.

1Renishaw Vionic, resolution of 2.5 nm.
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(a) Picture of the test bench
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Encoder

(b) Schematic of the test bench

Figure 4.10: Test bench used to measure the dynamics of the APA300ML. u is the output DAC voltage, Va the output amplifier
voltage (i.e. voltage applied across the actuator stacks), de the measured displacement by the encoder and Vs the mea-
sured voltage across the sensor stack.
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Figure 4.11: Displacement when adding and removing the payload.

APA k1 k2

1 1.68 1.9
2 1.69 1.9
4 1.7 1.91
5 1.7 1.93
6 1.7 1.92
8 1.73 1.98

Table 4.3:Measured axial stiffnesses in N/µm

The stiffness can also be computed using equation (4.2) by knowing themain vertical resonance frequencyωz ≈ 95Hz
(estimated from the dynamical measurements shown in Figure 4.12) and the suspended massmsus = 5.7 kg.

ωz =

√
k

msus
(4.2)

The obtained stiffness is k ≈ 2N/µm which is close to the values found in the documentation and using the “static
deflection” method.

It is important to note that changes to the electrical impedance connected to the piezoelectric stacks affect themechanical
compliance (or stiffness) of the piezoelectric stack [97, chap. 2].
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To estimate this effect for the APA300ML, its stiffness is estimated using the “static deflection” method in two cases:

• kos: piezoelectric stacks left unconnected (or connect to the high impedance ADC)

• ksc: piezoelectric stacks short-circuited (or connected to the voltage amplifier with small output impedance)

The open-circuit stiffness is estimated at koc ≈ 2.3N/µmwhile the closed-circuit stiffness ksc ≈ 1.7N/µm.

Dynamics In this section, the dynamics from the excitation voltage u to the encoder measured displacement de and
to the force sensor voltage Vs is identified.

First, the dynamics from u to de for the six APA300ML are compared in Figure 4.12a. The obtained FRFs are similar
to those of a (second order) mass-spring-damper system with:

• A “stiffness line” indicating a static gain equal to≈ −17µm/V. The negative sign comes from the fact that an
increase in voltage stretches the piezoelectric stack which reduces the height of the APA

• A lightly damped resonance at 95Hz

• A “mass line” up to ≈ 800Hz, above which additional resonances appear. These additional resonances might
be due to the limited stiffness of the encoder support or from the limited compliance of the APA support. The
flexible modes studied in section 4.1.1.4 seem not to impact the measured axial motion of the actuator.

The dynamics from u to the measured voltage across the sensor stack Vs for the six APA300ML are compared in Fig-
ure 4.12b.

A lightly damped resonance (pole) is observed at 95Hz and a lightly damped anti-resonance (zero) at 41Hz. No addi-
tional resonances are present up to at least 2 kHz indicating that Integral Force Feedback can be appliedwithout stability
issues from high-frequency flexible modes. The zero at 41Hz seems to be non-minimum phase (the phase decreases by
180 degrees whereas it should have increased by 180 degrees for a minimum phase zero). This is further investigated.

As illustrated by the root locus plot, the poles of the closed-loop system converges to the zeros of the open-loop plant as
the feedback gain increases. The significance of this behavior varies with the type of sensor used, as explained in [109,
chap. 7.6]. Considering the transfer function from u to Vs, if a controller with a very high gain is applied such that the
sensor stack voltageVs is kept at zero, the sensor (and by extension, the actuator stacks since they are in series) experiences
negligible stress and strain. Consequently, the closed-loop system virtually corresponds to one inwhich the piezoelectric
stacks are absent, leaving only the mechanical shell. From this analysis, it can be inferred that the axial stiffness of the
shell is kshell = mω2

0 = 5.7 · (2π · 41)2 = 0.38N/µm (which is close to what is found using a FEM).

All the identified dynamics of the six APA300ML (both when looking at the encoder in Figure 4.12a and at the force
sensor in Figure 4.12b) are almost identical, indicating goodmanufacturing repeatability for the piezoelectric stacks and
the mechanical shell.

NonMinimumPhaseZero? It was surprising to observe a non-minimumphase zero on the transfer function from
u to Vs (Figure 4.12b). It was initially thought that this non-minimum phase behavior was an artifact arising from the
measurement. A longer measurement was performed using different excitation signals (noise, slow sine sweep, etc.) to
determine if the phase behavior of the zero changes (Figure 4.13). The coherence (Figure 4.13a) is good even in the
vicinity of the lightly damped zero, and the phase (Figure 4.13b) clearly indicates non-minimum phase behavior.
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(b) FRF from u to Vs

Figure 4.12:Measured frequency response function from generated voltage u to the encoder displacement de (a) and to the force
sensor voltage Vs (b) for the six APA300ML.

Such non-minimumphase zerowhen using load cells has also been observed on othermechanical systems [57, 132, 140].
It could be induced to small non-linearity in the system, but the reason for this non-minimumphase for theAPA300ML
is not yet clear.

However, this is not so important here because the zero is lightly damped (i.e. very close to the imaginary axis), and the
closed loop poles (see the root locus plot in Figure 4.17b) should not be unstable, except for very large controller gains
that will never be applied in practice.
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(b) Zoom on the non-minimum phase zero

Figure 4.13:Measurement of the anti-resonance found in the transfer function fromu toVs. The coherence (a) is quite good around
the anti-resonance frequency. The phase (b) shows a non-minimum phase behavior.

Effect of the resistor on the IFF Plant A resistor R ≈ 80.6 kΩ is added in parallel with the sensor stack,
which forms a high-pass filter with the capacitance of the piezoelectric stack (capacitance estimated at≈ 5µF).

As explained before, this is done to limit the voltage offset due to the input bias current of the ADC as well as to limit
the low frequency gain.
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The (low frequency) transfer function from u to Vs with and without this resistor were measured and compared in
Figure 4.14. It is confirmed that the added resistor has the effect of adding a high-pass filter with a cut-off frequency of
≈ 0.39Hz.
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Figure 4.14: Transfer function from u to Vs with and without the resistorR in parallel with the piezoelectric stack used as the force
sensor.

Integral Force Feedback To implement the Integral Force Feedback strategy, the measured FRF from u to Vs

(Figure 4.12b) is fitted using the transfer function shown in equation (4.3). The parameters were manually tuned, and
the obtained values are ωhpf = 0.4Hz, ωz = 42.7Hz, ξz = 0.4%, ωp = 95.2Hz, ξp = 2% and g0 = 0.64.

Giff,m(s) = g0 ·
1 + 2ξz

s
ωz

+ s2

ω2
z

1 + 2ξp
s
ωp

+ s2

ω2
p

· s

ωhpf + s
(4.3)

A comparison between the identified plant and the manually tuned transfer function is shown in Figure 4.15.

The implemented Integral Force Feedback Controller transfer function is shown in equation (4.4). It contains a high-
pass filter (cut-off frequency of 2Hz) to limit the low-frequency gain, a low-pass filter to add integral action above 20Hz,
a second low-pass filter to add robustness to high-frequency resonances, and a tunable gain g.

Kiff(s) = −10 · g · s

s+ 2π · 2
· 1

s+ 2π · 20
· 1

s+ 2π · 2000
(4.4)

To estimate how the dynamics of the APA changes when the Integral Force Feedback controller is implemented, the test
bench shown in Figure 4.16 is used. The transfer function from the “damped” plant input u′ to the encoder displace-
ment de is identified for several IFF controller gains g.

The identified dynamics were then fitted by second order transfer functions1. A comparison between the identified
damped dynamics and the fitted second-order transfer functions is shown in Figure 4.17a for different gains g. It is clear
that a large amount of damping is added when the gain is increased and that the frequency of the pole is shifted to lower
frequencies.

1The transfer function fitting was computed using the vectfit3 routine, see [54].
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Figure 4.15: Identified IFF plant and manually tuned model of the plant (a time delay of 200µs is added to the model of the plant
to better match the identified phase). Note that a minimum-phase zero is identified here even though the coherence is
not good around the frequency of the zero.
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Figure 4.16: Implementation of Integral Force Feedback in the Speedgoat. The damped plant has a new input u′.

The evolution of the pole in the complex plane as a function of the controller gain g (i.e. the “root locus”) is computed
in two cases. First using the IFF plantmodel (4.3) and the implemented controller (4.4). Second using the fitted transfer
functions of the damped plants experimentally identified for several controller gains. The two obtained root loci are
compared in Figure 4.17b and are in good agreement considering that the damped plants were fitted using only a second-
order transfer function.

4.1.3 Two degrees-of-freedomModel

In this section, a multi-bodymodel (Figure 4.18) of the measurement bench is used to tune the two degrees-of-freedom
model of the APA using the measured FRFs.
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Figure 4.17: Experimental results of applying Integral Force Feedback to theAPA300ML.Obtained dampedplant (a) and root locus
(b) corresponding to the implemented IFF controller (4.4).

This two degrees-of-freedom model is developed to accurately represent the APA300ML dynamics while having low
complexity and a low number of associated states. After the model is presented, the procedure for tuning the model is
described, and the obtained model dynamics is compared with the measurements.

Figure 4.18: Screenshot of the multi-body model.

Twodegrees-of-freedomAPAModel Themodel of the amplifiedpiezoelectric actuator is shown inFigure 4.19.
It can be decomposed into three components:

• the shell whose axial properties are represented by k1 and c1

• the actuator stacks whose contribution to the axial stiffness is represented by ka and ca. The force source f
represents the axial force induced by the force sensor stacks. The sensitivity ga (in N/m) is used to convert the
applied voltage Va to the axial force f
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• the sensor stack whose contribution to the axial stiffness is represented by ke and ce. A sensor measures the stack
strain de which is then converted to a voltage Vs using a sensitivity gs (in V/m)

Such a simple model has some limitations:

• it only represents the axial characteristics of the APA as it is modeled as infinitely rigid in the other directions

• some physical insights are lost, such as the amplification factor and the real stress and strain in the piezoelectric
stacks

• the creep and hysteresis of the piezoelectric stacks are not modeled as the model is linear

SensorShell

Actuator

Figure 4.19: Schematic of the two degrees-of-freedommodel of the APA300ML, adapted from [131].

9 parameters (m, k1, c1, ke, ce, ka, ca, gs and ga) have to be tuned such that the dynamics of the model (Figure 4.20)
well represents the identified dynamics in Section 4.1.2.

Figure 4.20: Schematic of the two degrees-of-freedommodel of the APA300ML with input Va and outputs de and Vs.

First, the massm supported by the APA300ML can be estimated from the geometry and density of the different parts
or by directly measuring it using a precise weighing scale. Both methods lead to an estimated mass ofm = 5.7 kg.

Then, the axial stiffness of the shell was estimated at k1 = 0.38N/µm in Section 4.1.2 from the frequency of the anti-
resonance seen on Figure 4.12b. Similarly, c1 can be estimated from the damping ratio of the same anti-resonance and
is found to be close to 5Ns/m.

Then, it is reasonable to assume that the sensor stacks and the two actuator stacks have identical mechanical characteris-
tics1. Therefore, we have ke = 2ka and ce = 2ca as the actuator stack is composed of two stacks in series. In this case,
the total stiffness of the APAmodel is described by (4.5).

1Note that this is not completely correct as electrical boundaries of the piezoelectric stack impacts its stiffness and that the sensor stack is almost
open-circuited while the actuator stacks are almost short-circuited.
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ktot = k1 +
keka

ke + ka
= k1 +

2

3
ka (4.5)

Knowing from (4.6) that the total stiffness is ktot = 2N/µm, we get from (4.5) that ka = 2.5N/µm and ke =
5N/µm.

ω0 =
ktot
m

=⇒ ktot = mω2
0 = 2N/µm withm = 5.7 kg and ω0 = 2π · 95 rad/s (4.6)

Then, ca (and therefore ce = 2ca) can be tuned tomatch the damping ratio of the identified resonance. ca = 50Ns/m
and ce = 100Ns/m are obtained.

In the last step, gs and ga can be tuned to match the gain of the identified transfer functions.

The obtained parameters of the model shown in Figure 4.20 are summarized in Table 4.4.

Table 4.4: Summary of the obtained parameters for the 2-DoFs APA300MLmodel.

Parameter Value

m 5.7 kg
k1 0.38N/µm
ke 5.0N/µm
ka 2.5N/µm
c1 5Ns/m
ce 100Ns/m
ca 50Ns/m
ga −2.58N/V
gs 0.46V/µm

The dynamics of the two degrees-of-freedommodel of the APA300ML are extracted using optimized parameters (listed
in Table 4.4) from the multi-body model. This is compared with the experimental data in Figure 4.21. A good match
can be observed between the model and the experimental data, both for the encoder (Figure 4.21a) and for the force
sensor (Figure 4.21b). This indicates that this model represents well the axial dynamics of the APA300ML.

4.1.4 Reduced Order FlexibleModel

In this section, a super element of the APA300ML is computed using a finite element software1. It is then imported into
multi-body (in the form of a stiffness matrix and a mass matrix) and included in the same model that was used in 4.1.3.
This procedure is illustrated in Figure 4.22. Several remote points are defined in the FEM (here illustrated by colorful
planes and numbers from 1 to 5 ) and are then made accessible in the multi-body software as shown at the right by the
“frames” F1 to F5 .

For the APA300ML super element, 5 remote points are defined. Two remote points (1 and 2 ) are fixed to the top and
bottom mechanical interfaces of the APA300ML and will be used to connect the APA300ML with other mechanical
elements. Two remote points (3 and 4 ) are located across two piezoelectric stacks and are used to apply internal forces
representing the actuator stacks. Finally, two remote points (4 and 5 ) are located across the third piezoelectric stack, and
will be used to measure the strain of the sensor stack.

1Ansys® was used.



4.1 Amplified Piezoelectric Actuators 248

10!8

10!6

10!4
A
m
p
li
tu

d
e

d
e
=
u

[m
/
V
] Identi-ed

2DoF Model

101 102 103

Frequency [Hz]

-180

-90

0

90

180

P
h
a
se

[d
eg

]

(a) from u to de

10!2

10!1

100

101

102

A
m
p
li
tu
d
e

V
s
=u

[V
/
V
]

Identi-ed
2DoF Model

101 102 103

Frequency [Hz]

-180

-90

0

90

180

P
h
a
se

[d
eg
]

(b) from u to Vs

Figure 4.21: Comparison of the measured frequency response functions and the identified dynamics from the 2-DoFs model of the
APA300ML. Both for the dynamics from u to de (a) and from u to Vs (b).

Super Element Extraction

M and K matrices

1

2

3

4
5

"Remote Points"i

Finite Element Model Simscape Model with Flexible Element

1

1

1

Bot
2

Top

2

3 4 5

1

[V] [N]

[m] [V]

Piezoelectric Sensor

Piezoelectric Actuator

Piezoelectric FEM

Va

Vs

Fa

dL

Actuator Stacks
Sensor Stack

Shell

Figure 4.22: Finite Element Model of the APA300ML with “remotes points” on the left. Multi-Body model with included “Re-
duced Order Flexible Solid” on the right (here in Simulink-Simscape software).

Identificationof theActuator and Sensor “Constants” Once the APA300ML super element is included
in the multi-body model, the transfer function from Fa to dL and de can be extracted. The gains ga and gs are then
tuned such that the gains of the transfer functions match the identified ones. By doing so, gs = 4.9V/µm and ga =
23.2N/V are obtained.

To ensure that the sensitivities ga and gs are physically valid, it is possible to estimate them from the physical properties
of the piezoelectric stack material.

From [46, p. 123], the relation between relative displacement dL of the sensor stack and generated voltage Vs is given
by (4.7a) and from [47] the relation between the force Fa and the applied voltage Va is given by (4.7b).
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Vs =
d33

εT sDn︸ ︷︷ ︸
gs

dL (4.7a)

Fa = d33nka︸ ︷︷ ︸
ga

·Va, ka =
cEA

L
(4.7b)

Unfortunately, the manufacturer of the stack was not willing to share the piezoelectric material properties of the stack
used in the APA300ML.However, based on the available properties of the APA300ML stacks in the data-sheet, the soft
Lead Zirconate Titanate “THP5H” fromThorlabs seemed tomatch quite well the observed properties. The properties
of this “THP5H” material used to compute ga and gs are listed in Table 4.5.

From these parameters, gs = 5.1V/µm and ga = 26N/V were obtained, which are close to the constants identified
using the experimentally identified transfer functions.

Table 4.5: Piezoelectric properties used for the estimation of the sensor and actuator sensitivities.

Parameter Value Description

d33 680 · 10−12 m/V Piezoelectric constant
εT 4.0 · 10−8 F/m Permittivity under constant stress
sD 21 · 10−12 m2/N Elastic compliance understand constant electric displacement
cE 48 · 109 N/m2 Young’s modulus of elasticity
L 20mm per stack Length of the stack
A 10−4 m2 Area of the piezoelectric stack
n 160 per stack Number of layers in the piezoelectric stack

ComparisonoftheObtainedDynamics Theobtaineddynamics using the super elementwith the tuned “sensor
sensitivity” and “actuator sensitivity” are compared with the experimentally identified FRFs in Figure 4.23. A good
match between the model and the experimental results was observed. It is however surprising that the model is “softer”
than the measured system, as FEMs usually overestimate the stiffness (see Section 4.1.1.4 for possible explanations).

Using this simple test bench, it can be concluded that the super element model of the APA300ML captures the axial
dynamics of the actuator (the actuator stacks, the force sensor stack as well as the shell used as a mechanical lever).

Conclusion

In this study, the amplified piezoelectric actuators “APA300ML” have been characterized to ensure that they fulfill all
the requirements determined during the detailed design phase. Geometrical features such as the flatness of its interfaces,
electrical capacitance, and achievable strokes were measured in Section 4.1.1. These simple measurements allowed for
the early detection of a manufacturing defect in one of the APA300ML.

Then in Section 4.1.2, using a dedicated test bench, the dynamics of all the APA300MLwere measured and were found
to all match very well (Figure 4.12). This consistency indicates goodmanufacturing tolerances, facilitating themodeling
and control of the nano-hexapod. Although a non-minimum zero was identified in the transfer function from u to Vs

(Figure 4.13), it was found not to be problematic because a large amount of damping could be added using the integral
force feedback strategy (Figure 4.17).

Then, two different models were used to represent the APA300ML dynamics. In Section 4.1.3, a simple two degrees-
of-freedom mass-spring-damper model was presented and tuned based on the measured dynamics. After following a
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Figure 4.23: Comparison of the measured frequency response functions and the identified dynamics from the finite element model
of the APA300ML. Both for the dynamics from u to de (a) and from u to Vs (b).

tuning procedure, the model dynamics was shown to match very well with the experiment. However, this model only
represents the axial dynamics of the actuators, assuming infinite stiffness in other directions.

In Section 4.1.4, a super element extracted from a FEM was used to model the APA300ML. Here, the super element
represents the dynamics of the APA300ML in all directions. However, only the axial dynamics could be compared with
the experimental results, yielding a good match. The benefit of employing this model over the two degrees-of-freedom
model is not immediately apparent due to its increased complexity and the larger number of model states involved.
Nonetheless, the super element model’s value will become clear in subsequent sections, when its capacity to accurately
model the APA300ML’s flexibility across various directions will be important.
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4.2 Flexible Joints

At both ends of the nano-hexapod struts, a flexible joint is used. Ideally, these flexible joints would behave as perfect
spherical joints, that is to say no bending and torsional stiffness, infinite shear and axial stiffness, unlimited bending and
torsional stroke, no friction, and no backlash.

Deviations from these ideal properties will impact the dynamics of the Nano-Hexapod and could limit the attainable
performance. During the detailed design phase, specifications in terms of stiffness and stroke were determined and are
summarized in Table 4.6.

Table 4.6: Specifications for the flexible joints and estimated characteristics from the Finite Element Model.

Specification FEM

Axial Stiffness > 100N/µm 94
Shear Stiffness > 1N/µm 13
Bending Stiffness < 100Nm/rad 5
Torsion Stiffness < 500Nm/rad 260
Bending Stroke > 1mrad 24.5

After optimization using a FEM, the geometry shown in Figure 4.24 has been obtained and the corresponding flexible
joint characteristics are summarized inTable 4.6. This flexible joint is amonolithic piece of stainless steel1manufactured
using wire electrical discharge machining. It serves several functions, as shown in Figure 4.24a, such as:

• Rigid interfacing with the nano-hexapod plates (yellow surfaces)

• Rigid interfacing with the amplified piezoelectric actuator (blue surface)

• Allow two rotations between the “yellow” and the “blue” interfaces. The rotation axes are represented by the
dashed lines that intersect

Interface
with plates 

Interface
with APA

x ro
tati

on

y rotation

(a) Isometric view (b) YZ plane (c) XZ plane

Figure 4.24: Geometry of the optimized flexible joints.

Sixteen flexible joints have been ordered (shown in Figure 4.25a) such that some selection can be made for the twelve
that will be used on the nano-hexapod.

1The alloy used is called F16PH, also refereed as “1.4542”
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(a) 15 of the 16 received flexible joints (b) Zoom on one flexible joint

Figure 4.25: Pictures of the received 16 flexible joints.

In this document, the received flexible joints are characterized to ensure that they fulfill the requirements and such that
they can well be modeled.

First, the flexible joints are visually inspected, and the minimum gaps (responsible for most of the joint compliance) are
measured (Section 4.2.1). Then, a test bench was developed to measure the bending stiffness of the flexible joints. The
development of this test bench is presented in Section 4.2.2, including a noise budget and some requirements in terms
of instrumentation. The test bench is then used to measure the bending stiffnesses of all the flexible joints. Results are
shown in Section 4.2.3

4.2.1 DimensionalMeasurements

4.2.1.1 Measurement Bench

Two dimensions are critical for the bending stiffness of the flexible joints. These dimensions can be measured using a
profilometer. The dimensions of the flexible joint in the YZ plane will contribute to the X-bending stiffness, whereas
the dimensions in the X-Z plane will contribute to the Y-bending stiffness.

The setupused tomeasure the dimensions of the “X”flexible beam is shown inFigure 4.26a. What is typically observed is
shown in Figure 4.26b. It is then possible to estimate the dimension of the flexible beamwith an accuracy of≈ 5µm,

4.2.1.2 Measurement Results

The specified flexible beam thickness (gap) is 250µm. Four gaps aremeasured for each flexible joint (2 in thex direction
and 2 in the y direction). The “beam thickness” is then estimated as the mean between the gaps measured on opposite
sides.

A histogram of themeasured beam thicknesses is shown in Figure 4.27. Themeasured thickness is less than the specified
value of 250µm, but this opticalmethodmay not be very accurate because the estimated gap can depend on the lighting
of the part and of its proper alignment. However, what is more important than the true value of the thickness is the
consistency between all flexible joints.
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(a) Flexible joint fixed on the profilometer (b) Picture of the gap

Figure 4.26: Setup to measure the dimensions of the flexible “neck” corresponding to the X-bending stiffness. The flexible joint is
fixed to the profilometer (a) and an image is obtained with which the “neck” size can be estimated (b).
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Figure 4.27:Histogram for the measured beams’ thicknesses.

4.2.1.3 Defects in Flexible Joints

Using this profilometer allowed to detect flexible joints withmanufacturing defects such as non-symmetrical shapes (see
Figure 4.28a) or flexible joints with machining chips stuck in the gap (see Figure 4.28b).

4.2.2 Characterization Test Bench

The most important characteristic of the flexible joint to be measured is its bending stiffness kRx ≈ kRy .

To estimate the bending stiffness, the basic idea is to apply a torque Tx to the flexible joints and to measure its angular
deflection θx. The bending stiffness can then be computed from equation (4.8).

kRx =
Tx

θx
, kRy =

Ty

θy
(4.8)
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(a)Non-Symmetrical shape (b) ”Chips” stuck in the air gap

Figure 4.28: Example of two flexible joints that were considered unsatisfactory after visual inspection.

4.2.2.1 Measurement Principle

Torque and RotationMeasurement To apply torque Ty between the two mobile parts of the flexible joint, a
known “linear” forceFx can be applied instead at a certain distancehwith respect to the rotation point. In this case, the
equivalent applied torque can be estimated from equation (4.9). Note that the application point of the force should be
sufficiently far from the rotation axis such that the resulting bending motion is much larger than the displacement due
to shear. Such effects are studied in Section 4.2.2.2.

Ty = hFx, Tx = hFy (4.9)

Similarly, instead of directly measuring the bending motion θy of the flexible joint, its linear motion dx at a certain
distance h from the rotation points is measured. The equivalent rotation is estimated from (4.10).

θy = tan−1

(
dx
h

)
≈ dx

h
, θx = tan−1

(
dy
h

)
≈ dy

h
(4.10)

Then, the bending stiffness can be estimated from (4.11).

kRx =
Tx

θx
=

hFy

tan−1
(

dy

h

) ≈ h2Fy

dy
(4.11a)

kRy
=

Ty

θy
=

hFx

tan−1
(
dx

h

) ≈ h2Fx

dx
(4.11b)

The working principle of the measurement bench is schematically shown in Figure 4.29. One part of the flexible joint
is fixed to a rigid frame while a (known) force Fx is applied to the other side of the flexible joint. The deflection of the
joint dx is measured using a displacement sensor.
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Rigid Frame

Figure 4.29: Test bench used to estimate the bending stiffness kRy of the flexible joints by measuring Fx, dx and h.

Required External Applied Force The bending stiffness is foreseen to be kRy
≈ kRx

≈ 5 Nm
rad and its stroke

θy,max ≈ θx,max ≈ 25mrad. The height between the flexible point (center of the joint) and the point where external
forces are applied is h = 22.5mm (see Figure 4.29).

The bending θy of the flexible joint due to the force Fx is given by equation (4.12).

θy =
Ty

kRy

=
Fxh

kRy

(4.12)

Therefore, the force that must be applied to test the full range of the flexible joints is given by equation (4.13). The
measurement range of the force sensor should then be higher than 5.5N.

Fx,max =
kRyθy,max

h
≈ 5.5N (4.13)

Required Actuator Stroke and Sensors Range The flexible joint is designed to allow a bending motion of
±25mrad. The corresponding stroke at the location of the force sensor is given by (4.14). To test the full range of the
flexible joint, the means of applying a force (explained in the next section) should allow a motion of at least 0.5mm.
Similarly, the measurement range of the displacement sensor should also be higher than 0.5mm.

dx,max = h tan(Rx,max) ≈ 0.5mm (4.14)

Force and DisplacementMeasurements To determine the applied force, a load cell will be used in series with
the mechanism that applied the force. The measured deflection of the flexible joint will be indirectly estimated from
the displacement of the force sensor itself (see Section 4.2.2.3). Indirectly measuring the deflection of the flexible joint
induces some errors because of the limited stiffness between the force sensor and the displacement sensor. Such an effect
will be estimated in the error budget (Section 4.2.2.2)
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4.2.2.2 Error Budget

To estimate the accuracy of the measured bending stiffness that can be obtained using this measurement principle, an
error budget is performed.

Based on equation (4.11), several errors can affect the accuracy of the measured bending stiffness:

• Errors in the measured torqueMx,My : this is mainly due to inaccuracies in the load cell and of the height esti-
mation h

• Errors in the measured bending motion of the flexible joints θx, θy : errors from limited shear stiffness, from the
deflection of the load cell itself, and inaccuracy of the height estimation h

If only the bending stiffness is considered, the induced displacement is described by (4.15).

dx,b = h tan(θy) = h tan
(
Fx · h
kRy

)
(4.15)

Effect of Shear The applied force Fx will induce some shear dx,s which is described by (4.16) with ks the shear
stiffness of the flexible joint.

dx,s =
Fx

ks
(4.16)

The measured displacement dx is affected shear, as shown in equation (4.17).

dx = dx,b + dx,s = h tan
(
Fx · h
kRy

)
+

Fx

ks
≈ Fx

(
h2

kRy

+
1

ks

)
(4.17)

The estimated bending stiffness kest then depends on the shear stiffness (4.18).

kRy,est = h2Fx

dx
≈ kRy

1

1 +
kRy

ksh2

≈ kRy

(
1−

kRy

ksh2︸ ︷︷ ︸
εs

)
(4.18)

With an estimated shear stiffness ks = 13N/µm from the FEM and an height h = 25mm, the estimation errors of
the bending stiffness due to shear is εs < 0.1%

Effect of Load Cell Limited Stiffness As explained in the previous section, because the measurement of the
flexible joint deflection is indirectly performed with the encoder, errors will be made if the load cell experiences some
compression.

Suppose the load cell has an internal stiffness kf , the same reasoning that was made for the effect of shear can be ap-
plied here. The estimation error of the bending stiffness due to the limited stiffness of the load cell is then described
by (4.19).



4.2 Flexible Joints 257

kRy,est = h2Fx

dx
≈ kRy

1

1 +
kRy

kFh2

≈ kRy

(
1−

kRy

kFh2︸ ︷︷ ︸
εf

)
(4.19)

With an estimated load cell stiffness of kf ≈ 1N/µm (from the documentation), the errors due to the load cell limited
stiffness is around εf = 1%.

Height Estimation Error Now consider an error δh in the estimation of the height h as described by (4.20).

hest = h+ δh (4.20)

The computed bending stiffness will be (4.21).

kRy,est ≈ h2
est
Fx

dx
≈ kRy

(
1 + 2

δh

h
+

δh2

h2︸ ︷︷ ︸
εh

)
(4.21)

The height estimation is foreseen to be accurate to within |δh| < 0.4mmwhich corresponds to a stiffness error εh <
3.5%.

Force andDisplacement Sensors Accuracy An optical encoder is used to measure the displacement (see Sec-
tion 4.2.2.3) whose maximumnon-linearity is 40 nm. As themeasured displacement is foreseen to be 0.5mm, the error
εd due to the encoder non-linearity is negligible εd < 0.01%.

The accuracy of the load cell is specified at 1% and therefore, estimation errors of the bending stiffness due to the limited
load cell accuracy should be εF < 1%

Conclusion The different sources of errors are summarized in Table 4.7. The most important source of error is the
estimation error of the distance between the flexible joint rotation axis and its contact with the force sensor. An overall
accuracy of ≈ 5% can be expected with this measurement bench, which should be sufficient for an estimation of the
bending stiffness of the flexible joints.

Table 4.7: Summary of the error budget for the estimation of the bending stiffness.

Effect Error

Shear effect εs < 0.1%
Load cell compliance εf = 1%
Height error εh < 3.5%
Displacement sensor εd < 0.01%
Force sensor εF < 1%

4.2.2.3 Mechanical Design

As explained in Section 4.2.2.1, the flexible joint’s bending stiffness is estimated by applying a known force to the flexible
joint’s tip and by measuring its deflection at the same point.



4.2 Flexible Joints 258

The force is applied using a load cell1 such that the applied force to the flexible joint’s tip is directlymeasured. To control
the height and direction of the applied force, a cylinder cut in half is fixed at the tip of the force sensor (pink element
in Figure 4.30b) that initially had a flat surface. Doing so, the contact between the flexible joint cylindrical tip and the
force sensor is a point (intersection of two cylinders) at a precise height, and the force is applied in a known direction.
To translate the load cell at a constant height, it is fixed to a translation stage2 which is moved by hand.

Instead of measuring the displacement directly at the tip of the flexible joint (with a probe or an interferometer for
instance), the displacement of the load cell itself is measured. To do so, an encoder3 is used, which measures the motion
of a ruler. This ruler is fixed to the translation stage in line (i.e. at the same height) with the application point to reduce
Abbe errors (see Figure 4.30a).

The flexible joint can be rotated by 90◦ in order tomeasure the bending stiffness in the two directions. The obtained de-
sign of themeasurement bench is shown in Figure 4.30awhile a zoomon the flexible joint with the associated important
quantities is shown in Figure 4.30b.

Encoder
Force Sensor

Flexible Joint

Translation
Table

Half Cylinder

Ruler

(a) Schematic of the test bench to measure the bending stiffness of the flexible joints (b) Zoom

Figure 4.30: 3D view of the test bench developed tomeasure the bending stiffness of the flexible joints. Different parts are shown in
(a) while a zoom on the flexible joint is shown in (b).

4.2.3 Bending StiffnessMeasurement

A picture of the bench used to measure the X-bending stiffness of the flexible joints is shown in Figure 4.31a. A closer
view of the force sensor tip is shown in Figure 4.31b.

4.2.3.1 Load Cell Calibration

In order to estimate the measured errors of the load cell “FC2231”, it is compared against another load cell4. The two
load cells are measured simultaneously while they are pushed against each other (see Figure 4.32a). The contact between
the two load cells is well defined as one has a spherical interface and the other has a flat surface.

1The load cell is FC22 from TE Connectivity. The measurement range is 50N. The specified accuracy is 1% of the full range.
2V-408 PIMag® linear stage is used. Crossed rollers are used to guide the motion.
3Resolute™ encoder with 1 nm resolution and±40 nmmaximum non-linearity.
4XFL212R-50N from TE Connectivity. The measurement range is 50N. The specified accuracy is 1% of the full range.
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(a) Picture of the measurement bench (b) Zoom on the tip

Figure 4.31:Manufactured test bench for compliance measurement of the flexible joints.

Themeasured forces are compared in Figure 4.32b. The gain mismatch between the two load cells is approximately 4%
which is higher than that specified in the data sheets. However, the estimated non-linearity is bellow 0.2% for forces
between 1N and 5N.

FC2231 XFL212R-50N

(a) Zoom on the two load cells in contact
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(b)Measured two forces

Figure 4.32: Estimation of the load cell accuracy by comparing the measured force of two load cells. A picture of the measurement
bench is shown in (a). Comparison of the two measured forces and estimated non-linearity are shown in (b).

4.2.3.2 Load Cell Stiffness

The objective of this measurement is to estimate the stiffness kF of the force sensor. To do so, a stiff element (much
stiffer than the estimated kF ≈ 1N/µm) is mounted in front of the force sensor, as shown in Figure 4.33a. Then, the
force sensor is pushed against this stiff element while the force sensor and the encoder displacement are measured. The
measured displacement as a function of the measured force is shown in Figure 4.33b. The load cell stiffness can then be
estimated by computing a linear fit and is found to be kF ≈ 0.68N/µm.
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(a) Picture of the measurement bench
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(b)Measured displacement as a function of the force

Figure 4.33: Estimation of the load cell stiffness. Measurement setup is shown in (a), and results are shown in (b).

4.2.3.3 Bending Stiffness Estimation

The actual stiffness is now estimated by manually moving the translation stage from a start position where the force
sensor is not yet in contact with the flexible joint to a position where the flexible joint is on its mechanical stop.

The measured force and displacement as a function of time are shown in Figure 4.34a. Three regions can be observed:
first, the force sensor tip is not in contact with the flexible joint and the measured force is zero; then, the flexible joint
deforms linearly; and finally, the flexible joint comes in contact with the mechanical stop.

The angular motion θy computed from the displacement dx is displayed as function of the measured torque Ty in
Figure 4.34b. The bending stiffness of the flexible joint can be estimated by computing the slope of the curve in the
linear regime (red dashed line) and is found to be kRy

= 4.4Nm/rad. The bending stroke can also be estimated as
shown in Figure 4.34b and is found to be θy,max = 20.9mrad.
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(b) Angular displacement measured as a function of the applied torque

Figure 4.34: Results obtained on the first flexible joint. The measured force and displacement are shown in (a). The estimated
angular displacement θx as a function of the estimated applied torque Tx is shown in (b). The bending stiffness kRx

of the flexible joint can be estimated by computing a best linear fit (red dashed line).
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4.2.3.4 Measured Flexible Joints’ Stiffnesses

The samemeasurementwas performed for all the 16 flexible joints, both in thex and y directions. Themeasured angular
motion as a function of the applied torque is shown in Figure 4.35a for the 16 flexible joints. This gives a first idea of the
dispersion of the measured bending stiffnesses (i.e. slope of the linear region) and of the angular stroke.

A histogram of the measured bending stiffnesses is shown in Figure 4.35b. Most of the bending stiffnesses are between
4.6Nm/rad and 5.0Nm/rad.

(a)Measured torque and angular motion for the flexible joints

4 4.2 4.4 4.6 4.8 5

Bending sti,ness [Nm/rad]

0

2

4

6

8

10

12

14

(b)Histogram of the measured bending stiffness in the x and y directions

Figure 4.35:Measured kRx and kRy stiffnesses for the 16 flexible joints. Raw data are shown in (a). A histogram of the measured
stiffnesses is shown in (b).

Conclusion

The flexible joints are a key element of the nano-hexapod. Careful dimensional measurements (Section 4.2.1) allowed
for the early identification of faulty flexible joints. This was crucial in preventing potential complications that could
have arisen from the installation of faulty joints on the nano-hexapod.

A dedicated test benchwas developed to asses the bending stiffness of the flexible joints. Throughmeticulous error anal-
ysis and budgeting, a satisfactory level of measurement accuracy could be guaranteed. The measured bending stiffness
values exhibited good agreement with the predictions from the FEM (kRx = kRy = 5Nm/rad). These measurements
are helpful for refining the model of the flexible joints, thereby enhancing the overall accuracy of the nano-hexapod
model. Furthermore, the data obtained from these measurements have provided the necessary information to select the
most suitable flexible joints for the nano-hexapod, ensuring optimal performance.
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4.3 Struts

The Nano-Hexapod struts (shown in Figure 4.36) are composed of two flexible joints that are fixed at the two ends of
the strut, one Amplified Piezoelectric Actuator1 and one optical encoder2.

Figure 4.36: One strut including two flexible joints, an amplified piezoelectric actuator and an encoder.

After the strut elements have been individually characterized (see previous sections), the struts are assembled. The
mounting procedure of the struts is explained in Section 4.3.1. A mounting bench was used to ensure coaxiality be-
tween the two ends of the struts. In this way, no angular stroke is lost when mounted to the nano-hexapod.

The flexible modes of the struts were then experimentally measured and compared with a FEM (Section 4.3.2).

Dynamic measurements of the strut are performed with the same test bench used to characterize the APA300ML dy-
namics (Section 4.3.3). It was found that the dynamics from the DAC voltage to the displacement measured by the
encoder is complex due to the flexible modes of the struts (Section 4.3.2).

The strutmodels were then comparedwith themeasured dynamics (Section 4.3.4). Themodel dynamics from theDAC
voltage to the axial motion of the strut (measured by an interferometer) and to the force sensor voltage well match the
experimental results. However, this is not the case for the dynamics from DAC voltage to the encoder displacement. It
is found that the complex dynamics is due to a misalignment between the flexible joints and the APA.

4.3.1 Assembly Procedure

Amounting bench was developed to ensure:

• Good coaxial alignment between the interfaces (cylinders) of the flexible joints. This is important not to loose to
much angular stroke during their mounting into the nano-hexapod

• Uniform length across all struts

• Precise alignment of the APA with the two flexible joints

1APA300ML from Cedrat Technologies.
2Vionic from Renishaw.
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• Reproducible and consistent assembly between all struts

Themounting bench is shown in Figure 4.37a. It consists of a “main frame” (Figure 4.38a) preciselymachined to ensure
both correct strut length and strut coaxiality. The coaxiality is ensured by good flatness (specified at 20µm) between
surfaces A and B and between surfaces C and D. Such flatness was checked using a FARO arm1 (see Figure 4.38b) and
was found to comply with the requirements. The strut length (defined by the distance between the rotation points of
the two flexible joints) was ensured by using precisely machined dowel holes.

(a) 3D view of the mounting bench (b) Exploded view

Figure 4.37: Strut mounting bench.

(a) Useful features of the main mounting element (b) Dimensional check

Figure 4.38: Part that ensures good coaxiality of the two flexible joints and correct struts length.

The flexible joints were not directly fixed to the mounting bench but were fixed to a cylindrical “sleeve” shown in Fig-
ures 4.39a and 4.39b. The goal of these “sleeves” is to avoidmechanical stress that could damage the flexible joints during
the mounting process. These “sleeves” have one dowel groove (that are fitted to the dowel holes shown in Figure 4.38a)
that will determine the length of the mounted strut.

The “sleeves” were mounted to the main element as shown in Figure 4.38a. The left sleeve has a thigh fit such that its
orientation is fixed (it is roughly aligned horizontally), while the right sleeve has a loose fit such that it can rotate (it will
get the same orientation as the fixed one when tightening the screws).

1FAROArm Platinum 4ft, specified accuracy of±13µm.
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(a) Cylindrical Interface (Top) (b) Cylindrical Interface (Bottom) (c)Mounted flexible joints

Figure 4.39: Preparation of the flexible joints by fixing them in their cylindrical “sleeves”.

The cylindrical washers and the APA300ML are stacked on top of the flexible joints, as shown in Figure 4.40b and
screwed together using a torque screwdriver. A dowel pin is used to laterally align theAPA300MLwith the flexible joints
(see the dowel slot on the flexible joints in Figure 4.39c). Two cylindrical washers are used to allow proper mounting
even when the two APA interfaces are not parallel.

The encoder and ruler are then fixed to the strut and properly aligned, as shown in Figure 4.40c.

Finally, the strut can be disassembled from the mounting bench (Figure 4.40d). Thanks to this mounting procedure,
the coaxiality and length between the two flexible joint’s interfaces can be obtained within the desired tolerances.

4.3.2 Measurement of FlexibleModes

AFinite ElementModel1 of the struts is developed and is used to estimate the flexible modes. The inertia of the encoder
(estimated at 15 g) is considered. The two cylindrical interfaces were fixed (boundary conditions), and the first three
flexible modes were computed. The mode shapes are displayed in Figure 4.41: an “X-bending” mode at 189Hz, a “Y-
bending” mode at 285Hz and a “Z-torsion” mode at 400Hz.

To experimentally measure these mode shapes, a Laser vibrometer2 was used. It measures the difference of motion
between two beam path (red points in Figure 4.42). The strut is then excited by an instrumented hammer, and the
transfer function from the hammer to the measured rotation is computed.

The setup used to measure the “X-bending” mode is shown in Figure 4.42a. The “Y-bending” mode is measured as
shown in Figure 4.42b and the “Z-torsion” measurement setup is shown in Figure 4.42c. These tests were performed
with and without the encoder being fixed to the strut.

The obtained FRFs for the three configurations (X-bending, Y-bending and Z-torsion) are shown in Figure 4.43a when
the encoder is not fixed to the strut and in Figure 4.43b when the encoder is fixed to the strut.

Table 4.8 summarizes the measured resonance frequencies and the computed ones using the Finite Element Model
(FEM). The resonance frequencies of the 3 modes are only slightly decreased when the encoder is fixed to the strut.
In addition, the computed resonance frequencies from the FEM are very close to the measured frequencies when the
encoder is fixed to the strut. This validates the quality of the FEM.

1UsingAnsys®. Flexible Joints andAPAShell aremade of a stainless steel allow called 17-4 PH. Encoder and ruler supportmaterial is aluminium.
2OFV-3001 controller and OFV512 sensor head from Polytec.
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(a) Fix the flexible joints (b)Mount the APA with the cylindrical washers

(c)Mount and align the encoder (d) Obtained mounted strut

Figure 4.40: Steps for mounting the struts.

(a) X-bending mode (189Hz) (b) Y-bending mode (285Hz) (c) Z-torsion mode (400Hz)

Figure 4.41: Flexible modes of the struts estimated from a Finite Element Model.

Table 4.8: Estimated and measured frequencies of the flexible modes of the struts.

Mode FEM with Encoder Exp. with Encoder Exp. without Encoder

X-Bending 189Hz 198Hz 226Hz
Y-Bending 285Hz 293Hz 337Hz
Z-Torsion 400Hz 381Hz 398Hz
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(a) X-bending mode (b) Y-bending mode (c) Z-torsion mode

Figure 4.42:Measurement of the flexible modes of the struts using a laser vibrometer.
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Figure 4.43:Measured frequency response functions without the encoder (a) and with the encoder (b).

4.3.3 DynamicalMeasurements

In order to measure the dynamics of the strut, the test bench used to measure the APA300ML dynamics is being used
again.

The strutmounted on the bench is shown in Figure 4.44aA schematic of the bench and the associated signals are shown
inFigure 4.44b. Afiber interferometer1 is used tomeasure themotionof the granite (i.e. the axialmotion of the strut).

First, the effect of the encoder on the measured dynamics is investigated in Section 4.3.3.1. The dynamics observed by
the encoder and interferometers are compared in Section 4.3.3.2. Finally, all measured struts are compared in terms of
dynamics in Section 4.3.3.3.

1Two fiber intereferometers were used: an IDS3010 from Attocube and a quDIS fromQuTools.
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(a) Overview Picture
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(b) Schematic

Figure 4.44: Experimental setup used to measure the dynamics of the struts.

4.3.3.1 Effect of the Encoder on theMeasured Dynamics

System identification was performed without the encoder being fixed to the strut (Figure 4.45b) and with one encoder
being fixed to the strut (Figure 4.45a).

(a) Strut with encoder (b) Strut without encoder

Figure 4.45: Strut fixed to the test bench with clamped flexible joints. The encoder can be fixed to the struts (a) or removed (b).

The obtained FRFs are compared in Figure 4.46. It was found that the encoder had very little effect on the transfer
function from excitation voltage u to the axial motion of the strut da as measured by the interferometer (Figure 4.46a).
This means that the axial motion of the strut is unaffected by the presence of the encoder. Similarly, it has little effect
on the transfer function from u to the sensor stack voltage Vs (Figure 4.46b). This means that the encoder should have
little effect on the effectiveness of the integral force feedback control strategy.
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Figure 4.46: Effect of having the encoder fixed to the struts on the measured dynamics from u to da (a) and from u to Vs (b).
Comparison of the observed dynamics by the encoder and interferometers (c).

4.3.3.2 Comparison of the Encoder and Interferometer

The dynamics measured by the encoder (i.e. de/u) and interferometers (i.e. da/u) are compared in Figure 4.46c. The
dynamics from the excitation voltage u to the displacement measured by the encoder de presents a behavior that is
much more complex than the dynamics of the displacement measured by the interferometer (comparison made in Fig-
ure 4.46c). Three additional resonance frequencies can be observed at 197Hz, 290Hz and 376Hz. These resonance
frequencies match the frequencies of the flexible modes studied in Section 4.3.2.

The goodnews is that these resonances are not impacting the axialmotion of the strut (which iswhat is important for the
hexapod positioning). However, these resonances make the use of an encoder fixed to the strut difficult from a control
perspective.

4.3.3.3 Comparison of all the Struts

The dynamics of all the mounted struts (only 5 at the time of the experiment) were then measured on the same test
bench. The obtained dynamics fromu to da are compared in Figure 4.47a while is dynamics fromu toVs are compared
in Figure 4.47b. A very good match can be observed between the struts.

The same comparison is made for the transfer function from u to de (encoder output) in Figure 4.47c. In this study,
large dynamics differences were observed between the 5 struts. Although the same resonance frequencies were seen for
all of the struts (95Hz, 200Hz, 300Hz and 400Hz), the amplitude of the peaks were not the same. In addition, the
location or even presence of complex conjugate zeros changes from one strut to another. The reason for this variability
will be studied in the next section thanks to the strut model.



4.3 Struts 269

10!8

10!6

10!4
A

m
p
li
tu

d
e

d
a
=
u

[m
/
V

]

Leg 1
Leg 2
Leg 3
Leg 4
Leg 5

101 102 103

Frequency [Hz]

-180

-90

0

90

180

P
h
a
se

[d
eg

]

(a) u to da (interferometer)

10!2

10!1

100

101

102

A
m
p
li
tu
d
e

V
s
=u

[V
/
V
]

Leg 1
Leg 2
Leg 3
Leg 4
Leg 5

101 102 103

Frequency [Hz]

-180

-90

0

90

180

P
h
a
se

[d
eg
]

(b) u to Vs (force sensor)

10!8

10!6

10!4

A
m

p
li
tu

d
e

d
e
=
u

[m
/
V

]

Leg 1
Leg 2
Leg 3
Leg 4
Leg 5

101 102 103

Frequency [Hz]

-180

-90

0

90

180

P
h
a
se

[d
eg

]

(c) u to de (encoder)

Figure 4.47: Comparison of the measured dynamics for five of the struts..

4.3.4 StrutModel

The multi-body model of the strut was included in the multi-body model of the test bench (see Figure 4.48). The
obtained model was first used to compare the measured FRF with the existing model (Section 4.3.4.1).

Using a flexible APA model (extracted from a FEM), the effect of a misalignment of the APA with respect to flexible
joints is studied (Section 4.3.4.2). It was found thatmisalignment has a large impact on the dynamics fromu to de. This
misalignment is estimated and measured in Section 4.3.4.3. The struts were then disassembled and reassemble a second
time to optimize alignment (Section 4.3.4.4).

Figure 4.48:Multi-body model of the strut fixed to the bench.

4.3.4.1 Model Dynamics

Twomodels of theAPA300MLareusedhere: a simple two-degrees-of-freedommodel and amodel using a super-element
extracted from a Finite Element Model. These two models of the APA300ML were tuned to best match the measured
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FRFs of the APA alone. The flexible joints were modeled with the 4-DoFsmodel (axial stiffness, two bending stiffnesses
and one torsion stiffness). These two models are compared using the measured FRFs in Figure 4.49.

The model dynamics from DAC voltage u to the axial motion of the strut da (Figure 4.49a) and from DAC voltage u
to the force sensor voltage Vs (Figure 4.49c) are well matching the experimental identification.

However, the transfer function from u to encoder displacement de are not well matching for both models. For the
2-DoFs model, this is normal because the resonances affecting the dynamics are not modeled at all (the APA300ML is
modeled as infinitely rigid in all directions except the translation along it’s actuation axis). For the flexible model, it will
be shown in the next section that by adding some misalignment between the flexible joints and the APA300ML, this
model can better represent the observed dynamics.
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Figure 4.49: Comparison of themeasured dynamics of the struts (black) with dynamics extracted from themulti-bodymodel using
the 2-DoFs APAmodel (blue), and using the reduced order flexible model of the APA300MLmodel (red).

4.3.4.2 Effect of StrutMisalignment

As shown in Figure 4.47c, the identified dynamics from DAC voltage u to encoder measured displacement de are very
different from one strut to the other. In this section, it is investigated whether poor alignment of the strut (flexible joints
with respect to the APA) can explain such dynamics. For instance, consider Figure 4.50 where there is a misalignment
in the y direction between the two flexible joints (well aligned thanks to the mounting procedure in Section 4.3.1) and
the APA300ML. In this case, the “x-bending”mode at 200Hz (see Figure 4.42a) can be expected to have greater impact
on the dynamics from the actuator to the encoder.

To verify this assumption, the dynamics from the output DAC voltage u to the measured displacement by the encoder
de is computed using the flexible APA model for several misalignments in the y direction. The obtained dynamics are
shown in Figure 4.51a. The alignment of the APA with the flexible joints has a large influence on the dynamics from
actuator voltage to themeasured displacement by the encoder. Themisalignment in the y directionmostly influences:
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y
zx

dy

Figure 4.50:Misalignment between the joints and the APA.

• the presence of the flexible mode at 200Hz (see mode shape in Figure 4.41a)

• the location of the complex conjugate zero between the first two resonances:

– if dy < 0: there is no zero between the two resonances and possibly not even between the second and third
resonances

– if dy > 0: there is a complex conjugate zero between the first two resonances

• the location of the high-frequency complex conjugate zeros at 500Hz (secondary effect, as the axial stiffness of
the joint also has large effect on the position of this zero)

The same can be done for misalignments in the x direction. The obtained dynamics (Figure 4.51b) are showing that
misalignment in the x direction mostly influences the presence of the flexible mode at 300Hz (see mode shape in Fig-
ure 4.41b).

A comparison of the experimental FRFs in Figure 4.47c with the model dynamics for several y misalignments in Fig-
ure 4.51a indicates a clear similarity. This similarity suggests that the identified differences in dynamics are caused by
misalignment.

4.3.4.3 Measured StrutMisalignment

During the initial mounting of the struts, as presented in Section 4.3.1, the positioning pins that were used to position
the APA with respect to the flexible joints in the y directions were not used (not received at the time). Therefore, large
y misalignments are expected.

To estimate the misalignments between the two flexible joints and the APA:

• the struts were fixed horizontally on the mounting bench, as shown in Figure 4.40c but without the encoder

• using a length gauge1, the height difference between the flexible joints surface and the APA shell surface was mea-
sured for both the top and bottom joints and for both sides

• as the thickness of the flexible joint is 21mm and the thickness of the APA shell is 20mm, 0.5mm of height
difference should be measured if the two are perfectly aligned

Large variations in the y misalignment are found from one strut to the other (results are summarized in Table 4.9).

1HeidenhainMT25, specified accuracy of±0.5µm.
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Figure 4.51: Effect of a misalignment between the flexible joints and the APA300ML in the y (a) and in the x direction (b).

To check the validity of the measurement, it can be verified that the sum of the measured thickness difference on each
side is 1mm (equal to the thickness difference between the flexible joint and the APA). Thickness differences for all the
strutswere found to be between0.94mmand 1.00mmwhich indicate low errors compared to themisalignments found
in Table 4.9.

Table 4.9:Measured y misalignment for each strut. Measurements are in mm.

Strut Bot Top

1 0.1 0.33
2 -0.19 0.14
3 0.41 0.32
4 -0.01 0.54
5 0.15 0.02

By using the measured y misalignment in the model with the flexible APA model, the model dynamics from u to de is
closer to themeasureddynamics, as shown inFigure 4.52. Abettermatch in the dynamics canbe obtainedbyfine-tuning
both the x and y misalignments (yellow curves in Figure 4.52).

This confirms that misalignment between the APA and the strut axis (determined by the two flexible joints) is critical
and inducing large variations in the dynamics from DAC voltage u to encoder measured displacement de. If encoders
are fixed to the struts, the APA and flexible joints must be precisely aligned when mounting the struts.

In the next section, the struts are re-assembled with a “positioning pin” to better align the APA with the flexible joints.
With a better alignment, the amplitude of the spurious resonances is expected to decrease, as shown in Figure 4.51a.
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Figure 4.52: Comparison of the frequency response functions fromDAC voltageu tomeasure displacement de by the encoders for
three struts. Themeasured dynamics is shown in blue, the dynamics extracted from themodel with the ymisalignment
estimated from measurements is shown in red, and the dynamics extracted from the model when both the x and y
misalignments are tuned is shown in yellow.

4.3.4.4 Better Struts Alignment

After receiving the positioning pins, the struts were mounted again with the positioning pins. This should improve the
alignment of the APA with the two flexible joints.

The alignment is then estimated using a length gauge, as described in the previous sections. Measured y alignments are
summarized in Table 4.10 and are found to be bellow 55µm for all the struts, which is much better than before (see
Table 4.9).

Table 4.10:Measured y misalignment after realigning the struts using dowel pins. Measurements are in mm.

Strut Bot Top

1 -0.02 0.01
2 0.055 0.0
3 0.01 -0.02
4 0.03 -0.03
5 0.0 0.0
6 -0.005 0.055

The dynamics of the re-aligned struts were then measured on the same test bench (Figure 4.44). A comparison of the
initial strut dynamics and the dynamics of the re-aligned struts (i.e. with the positioning pin) is presented in Figure 4.53.
Even though the struts are nowmuch better aligned, not much improvement can be observed. The dynamics of the six
aligned struts were also quite different from one another.

The fact that the encoders are fixed to the struts makes the control more challenging. Therefore, fixing the encoders to
the nano-hexapod plates instead may be an interesting option.

Conclusion

TheHano-Hexapod struts are a key component of the developedNano Active Stabilization System (NASS). Amount-
ing bench was used to obtain struts with good interface coaxiality, equal lengths, and ideally the same dynamics. Using
a test bench, it was found that while all the mounted struts had extremely similar dynamics when considering the axial
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Figure 4.53: Comparison of the dynamics from u to de before and after proper alignment using the dowel pins.

motion and the integrated force sensor, the dynamics as seen by the encoder is muchmore complex and varied from one
strut to the other.

Thanks to a FEM and experimental measurements, the modes inducing this complex dynamics was identified. The
variability in the dynamics was attributed to the poor alignment of the APA with respect to the flexible joints. Even
with better alignment using dowel pins, the observed dynamics by the encoder remained problematic. Therefore, the
encoders will be fixed directly to the nano-hexapod plates rather than being fixed to the struts.
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4.4 Nano-Hexapod

Prior to the nano-hexapod assembly, all the struts were mounted and individually characterized. In Section 4.4.1, the
assembly procedure of the nano-hexapod is presented.

To identify the dynamics of thenano-hexapod, a special suspended tablewas developed,which consistedof a stiff “optical
breadboard” suspended on top of four soft springs. The Nano-Hexapod was then mounted on top of the suspended
table such that its dynamics is not affected by complex dynamics except from the suspensionmodes of the table that can
be well characterized and modeled (Section 4.4.2).

The obtained nano-hexapod dynamics is analyzed in Section 4.4.3, and compared with the multi-body model in Sec-
tion 4.4.4.

4.4.1 Assembly Procedure

The assembly of the nano-hexapod is critical for both avoiding additional stress in the flexible joints (that would result
in a loss of stroke) and for precisely determining the Jacobian matrix. The goal was to fix the six struts to the two nano-
hexapod plates (shown in Figure 4.54a) while the two plates were parallel and aligned vertically so that all the flexible
joints did not experience any stress. To do so, a precisely machined mounting tool (Figure 4.54b) is used to position the
two nano-hexapod plates during the assembly procedure.

(a) Top and bottom plates (b)Mounting tool

Figure 4.54:Nano-Hexapod plates (a) and mounting tool used to position the two plates during assembly (b).

The mechanical tolerances of the received plates were checked using a FARO arm1 (Figure 4.55a) and were found to
comply with the requirements2. The same was done for the mounting tool3. The two plates were then fixed to the
mounting tool, as shown inFigure 4.55b. Themain goal of this “mounting tool” is to position the flexible joint interfaces
(the “V” shapes) of both plates so that a cylinder can rest on the 4 flat interfaces at the same time.

The quality of the positioning can be estimated by measuring the “straightness” of the top and bottom “V” interfaces.
This corresponds to the diameter of the smallest cylinder which contains all points along the measured axis. This was
again done using the FARO arm, and the results for all six struts are summarized in Table 4.11. The straightness was
found to be better than 15µm for all struts4, which is sufficiently good to not induce significant stress of the flexible
joint during assembly.

1FAROArm Platinum 4ft, specified accuracy of±13µm.
2Location of all the interface surfaces with the flexible joints were checked. The fittings (182H7 and 24H8) with the interface element were also

checked.
3The height dimension is better than 40µm. The diameter fitting of 182g6 and 24g6 with the two plates is verified.
4As the accuracy of the FAROarm is±13µm, the true straightness is probably better than the values indicated. The limitation of the instrument

is here reached.
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(a) Dimensional check of the bottom plate (b)Wanted coaxiality between strut interfaces

Figure 4.55: A FARO arm is used to dimensionally check the plates (a) and to verify coaxiality of the strut interfaces (b).

Table 4.11:Measured straightness between the V grooves for the six struts. Measurements were performed twice for each strut.

Strut Meas 1 Meas 2

1 7µm 3µm
2 11µm 11µm
3 15µm 14µm
4 6µm 6µm
5 7µm 5µm
6 6µm 7µm

The encoder rulers and heads were then fixed to the top and bottom plates, respectively (Figure 4.56), and the encoder
heads were aligned to maximize the received contrast.

(a) Encoder rulers (b) Encoder heads

Figure 4.56:Mounting of the encoders to the Nano-hexapod. The rulers are fixed to the top plate (a) while encoders heads are fixed
to the bottom plate (b).

The six struts were then fixed to the bottom and top plates one by one. First, the top flexible joint is fixed so that its
flat reference surface is in contact with the top plate. This step precisely determines the position of the flexible joint
with respect to the top plate. The bottom flexible joint is then fixed. After mounting all six struts, the mounting tool
(Figure 4.54b) can be disassembled, and the nano-hexapod as shown in Figure 4.57 is fully assembled.
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Figure 4.57:Mounted Nano-Hexapod.

4.4.2 Suspended Table

4.4.2.1 Introduction

When a dynamical system is fixed to a support (such as a granite or an optical table), its dynamics will couple to the
support dynamics. Thismay results in additionalmodes appearing in the systemdynamics, which are difficult to predict
andmodel. To prevent this issue, the strategy adopted here is tomount the nano-hexapod on top a suspended table with
low frequency suspension modes.

In this case, the modes of the suspended table were chosen to be at much lower frequency than those of the nano-
hexapod such that good decoupling is obtained. Another key advantage is that the suspension modes of the table can
be easily represented using a multi-body model. Therefore, the measured dynamics of the nano-hexapod on top of the
suspended table can be compared to a multi-body model representing the same experimental conditions. The model of
the Nano-Hexapod can thus be precisely tuned to match the measured dynamics.

The developed suspended table is described in Section 4.4.2.2. Themodal analysis of the table is done in 4.4.2.3. Finally,
the multi-body model representing the suspended table was tuned to match the measured modes (Section 4.4.2.4).
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4.4.2.2 Experimental Setup

The design of the suspended table is quite straightforward. First, an optical table with high frequency flexible mode
was selected1. Then, four springs2 were selected with low spring rate such that the suspension modes are below 10Hz.
Finally, some interface elements were designed, and mechanical lateral mechanical stops were added (Figure 4.58).

Figure 4.58: 3D View of the vibration table. The purple cylinders are representing the soft springs.

4.4.2.3 Modal Analysis of the Suspended Table

In order to perform a modal analysis of the suspended table, a total of 15 3-axis accelerometers3 were fixed to the bread-
board. Using an instrumented hammer, the first 9 modes could be identified and are summarized in Table 4.12. The
first 6 modes are suspension modes (i.e. rigid body mode of the breadboard) and are located below 10Hz. The next
modes are the flexible modes of the breadboard as shown in Figure 4.60, and are located above 700Hz.

Figure 4.59:Mounted suspended table. Only 1 or the 15
accelerometer is mounted on top.

Modes Frequency Description

1,2 1.3Hz X-Y translations
3 2.0Hz Z rotation
4 6.9Hz Z translation

5,6 9.5Hz X-Y rotations

7 701Hz “Membrane” Mode
8 989Hz Complex mode
9 1025Hz Complex mode

Table 4.12: Obtained modes of the suspended table

4.4.2.4 Multi-bodyModel of the Suspended Table

Themulti-bodymodel of the suspended table consists simply of two solid bodies connected by 4 springs. The 4 springs
are here modeled with “bushing joints” that have stiffness and damping properties in x, y, and z directions.

1The 450mm× 450mm× 60mmNexus B4545A from Thorlabs.
2“SZ8005 20 x 044” from Steinel. The spring rate is specified at 17.8N/mm.
3PCB 356B18. Sensitivity is 1V/g, measurement range is±5 g and bandwidth is 0.5 to 5 kHz.
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(a) Flexible mode at 701Hz

(b) Flexible mode at 989Hz

(c) Flexible mode at 1025Hz

Figure 4.60: Three identified flexible modes of the suspended table.

The model order is 12, which corresponds to the 6 suspension modes. The inertia properties of the parts were deter-
mined from the geometry andmaterial densities. The stiffness of the springs was initially set from the datasheet nominal
value of 17.8N/mm and then reduced down to 14N/mm to better match the measured suspension modes. The stiff-
ness of the springs in the horizontal plane is set at 0.5N/mm. The obtained suspensionmodes of themulti-bodymodel
are compared with the measured modes in Table 4.13.

Table 4.13: Comparison of suspension modes of the multi-body model and the measured ones.

Directions Dx, Dy Rz Dz Rx, Ry

Multi-body 1.3Hz 1.8Hz 6.8Hz 9.5Hz
Experimental 1.3Hz 2.0Hz 6.9Hz 9.5Hz

4.4.3 Measured Active PlatformDynamics

The Nano-Hexapod was then mounted on top of the suspended table, as shown in Figure 4.61. All instrumentation
(Speedgoat with ADC,DAC, piezoelectric voltage amplifiers and digital interfaces for the encoder) were configured and
connected to the nano-hexapod using many cables.

A modal analysis of the nano-hexapod is first performed in Section 4.4.3.1. The results of the modal analysis will be
useful to better understand the measured dynamics from actuators to sensors.

A block diagram of the (open-loop) system is shown in Figure 4.62. The FRFs from controlled signals u to the force
sensors voltagesVs and to the encodersmeasured displacementsde are experimentally identified in Section 4.4.3.2. The
effect of the payload mass on the dynamics is discussed in Section 4.4.3.3.

4.4.3.1 Modal Analysis

To facilitate the future analysis of themeasuredplant dynamics, a basicmodal analysis of the nano-hexapod is performed.
Five 3-axis accelerometers were fixed on the top platform of the nano-hexapod (Figure 4.63) and the top platform was
excited using an instrumented hammer.
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Figure 4.61:Mounted Nano-Hexapod on top of the suspended table.
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ũ
[V ]

Va

[V ]
f

[N ]
ϵ

[m]
Ṽs
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Figure 4.62: Block diagram of the studied system. The command signal isu, and the measured signals are de andVs.

Figure 4.63: Five accelerometers fixed on top of the nano-hexapod to perform a modal analysis.
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Between 100Hz and 200Hz, 6 suspension modes (i.e. rigid body modes of the top platform) were identified. At
around 700Hz, two flexible modes of the top plate were observed (see Figure 4.64). These modes are summarized in
Table 4.14.

Table 4.14: Description of the identified modes of the Nano-Hexapod.

Mode Frequency Description

1 120Hz Suspension Mode: Y-translation
2 120Hz Suspension Mode: X-translation
3 145Hz Suspension Mode: Z-translation
4 165Hz Suspension Mode: Y-rotation
5 165Hz Suspension Mode: X-rotation
6 190Hz Suspension Mode: Z-rotation
7 692Hz (flexible) Membrane mode of the top platform
8 709Hz Second flexible mode of the top platform

(a) Flexible mode at 692Hz

(b) Flexible mode at 709Hz

Figure 4.64: Two identified flexible modes of the top plate of the Nano-Hexapod.

4.4.3.2 Identification of the Dynamics

The dynamics of the nano-hexapod from the six command signals (u1 to u6) to the six measured displacement by the
encoders (de1 to de6) and to the six force sensors (Vs1 to Vs6) were identified by generating low-pass filtered white noise
for each command signal, one by one.

The 6× 6 FRFmatrix fromu ot de is shown in Figure 4.65. The diagonal terms are displayed using colored lines, and
all the 30 off-diagonal terms are displayed by gray lines.

All six diagonal terms are well superimposed up to at least 1 kHz, indicating good manufacturing and mounting uni-
formity. Below the first suspension mode, good decoupling can be observed (the amplitude of all off-diagonal terms are
≈ 20 times smaller than the diagonal terms), indicating the correct assembly of all parts.

From 10Hz up to 1 kHz, around 10 resonance frequencies can be observed. The first 4 are suspension modes (at
122Hz, 143Hz, 165Hz and 191Hz)which correlate themodesmeasured during themodal analysis in Section 4.4.3.1.
Three modes at 237Hz, 349Hz and 395Hz are attributed to the internal strut resonances (this will be checked in Sec-
tion 4.4.4.2). Except for the mode at 237Hz, their impact on the dynamics is small. The two modes at 665Hz and
695Hz are attributed to the flexible modes of the top platform. Other modes can be observed above 1 kHz, which can
be attributed to flexible modes of the encoder supports or to flexible modes of the top platform.

Up to at least 1 kHz, an alternating pole/zero pattern is observed, which makes the control easier to tune. This would
not have occurred if the encoders were fixed to the struts.
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Figure 4.65:Measured FRFs fromu to de. The 6 direct terms are the colored lines, and the 30 coupling terms are the gray lines.

Similarly, the 6× 6 FRF matrix from u to Vs is shown in Figure 4.66. Alternating poles and zeros can be observed up
to at least 2 kHz, which is a necessary characteristics for applying decentralized IFF. Similar to what was observed for the
encoder outputs, all the “diagonal” terms are well superimposed, indicating that the same controller can be applied to
all the struts. The first flexible mode of the struts as 235Hz has large amplitude, and therefore, it should be possible to
add some damping to this mode using IFF.
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Figure 4.66:Measured FRF fromu toVs. The 6 direct terms are the colored lines, and the 30 coupling terms are the gray lines.

4.4.3.3 Effect of PayloadMass on the Dynamics

One major challenge for controlling the NASS is the wanted robustness to a variation of payload mass; therefore, it is
necessary to understand how the dynamics of the nano-hexapod changes with a change in payload mass.

To study how the dynamics changes with the payload mass, up to three “cylindrical masses” of 13 kg each can be added
for a total of≈ 40 kg. These three cylindrical masses on top of the nano-hexapod are shown in Figure 4.67.
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Figure 4.67: Picture of the nano-hexapod with the added three cylindrical masses for a total of≈ 40 kg.

The obtained FRFs from actuator signal ui to the associated encoder dei for the four payload conditions (no mass,
13 kg, 26 kg and 39 kg) are shown in Figure 4.68a. As expected, the frequency of the suspension modes decreased with
increasing payload mass. The low frequency gain does not change because it is linked to the stiffness property of the
nano-hexapod and not to its mass property.

The frequencies of the two flexible modes of the top plate first decreased significantly when the first mass was added
(from ≈ 700Hz to ≈ 400Hz). This is because the added mass is composed of two half cylinders that are not fixed
together. Therefore, it adds a lot of mass to the top plate without increasing stiffness in one direction. Whenmore than
one “mass layer” is added, the half cylinders are added at some angles such that rigidity is added in all directions (see how
the three mass “layers” are positioned in Figure 4.67). In this case, the frequency of these flexible modes is increased. In
practice, the payload should be one solid body, and no decrease in the frequency of this flexiblemode should be observed.
The apparent amplitude of the flexible mode of the strut at 237Hz becomes smaller as the payload mass increased.

The measured FRFs from ui to Vsi are shown in Figure 4.68b. For all tested payloads, the measured FRF always have
alternating poles and zeros, indicating that IFF can be applied in a robust manner.

4.4.4 Model Dynamics

In this section, the dynamics measured in Section 4.4.3 is compared with those estimated from the multi-body model.
The nano-hexapodmulti-body model was therefore added on top of the vibration table multi-body model, as shown in
Figure 4.69.

The model should exhibit certain characteristics that are verified in this section. First, it should match the measured
system dynamics from actuators to sensors presented in Section 4.4.3. Both the “direct” terms (Section 4.4.4.1) and
“coupling” terms (Section 4.4.4.2) of the multi-body model are compared with the measured dynamics. Second, it
should also represents how the system dynamics changes when a payload is fixed to the top platform. This is checked in
Section 4.4.4.3.
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(a) ui to dei (encoder) (b) ui to Vsi (force sensor)

Figure 4.68:Measured Frequency Response Functions from ui to dei (a) and from ui to Vsi (b) for all 4 payload conditions. Only
diagonal terms are shown.

Figure 4.69:Multi-body model of the nano-hexapod on top of the suspended table. Three mass “layers” are here added.

4.4.4.1 Nano-HexapodModel Dynamics

Themulti-bodymodel of the nano-hexapodwas first configured with 4-DoFs flexible joints, 2-DoFs APA, and rigid top
and bottom plates. The stiffness values of the flexible joints were chosen based on the values estimated using the test
bench and on the FEM. The parameters of the APAmodel were determined from the test bench of the APA. The 6× 6
transfer function matrices fromu to de and fromu toVs are then extracted from the multi-body model.

First, is it evaluated howwell the models matches the “direct” terms of the measured FRFmatrix. To do so, the diagonal
terms of the extracted transfer function matrices are compared with the measured FRF in Figure 4.70. It can be seen
that the 4 suspension modes of the nano-hexapod (at 122Hz, 143Hz, 165Hz and 191Hz) are well modeled. The
three resonances that were attributed to “internal” flexible modes of the struts (at 237Hz, 349Hz and 395Hz) cannot
be seen in the model, which is reasonable because the APAs are here modeled as a simple uniaxial 2-DoFs system. At
higher frequencies, no resonances can be observed in the model, as the top plate and the encoder supports are modeled
as rigid bodies.
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Figure 4.70: Comparison of the diagonal elements (i.e. “direct” terms) of the measured FRF matrix and the dynamics identified
from the multi-body model. Both for the dynamics from u to de (a) and from u to Vs (b).

4.4.4.2 Dynamical Coupling

Another desired feature of the model is that it effectively represents coupling in the system, as this is often the limiting
factor for the control of MIMO systems. Instead of comparing the full 36 elements of the 6× 6 FRFmatrix fromu to
de, only the first “column” is compared (Figure 4.71), which corresponds to the transfer function from the command
u1 to the six measured encoder displacements de1 to de6. It can be seen that the coupling in the model matches the
measurementswell up to the first un-modeled flexiblemode at 237Hz. Similar results are observed for all other coupling
terms and for the transfer function fromu toVs.

TheAPA300MLwas thenmodeledwith a super-element extracted from a FE-software. The obtained transfer functions
from u1 to the six measured encoder displacements de1 to de6 are compared with the measured FRF in Figure 4.72.
While the damping of the suspensionmodes for the super-element is underestimated (which could be solved by properly
tuning the proportional damping coefficients), the flexible modes of the struts at 237Hz and 349Hz are well modeled.
Even the mode 395Hz can be observed in the model. Therefore, if the modes of the struts are to be modeled, the super-
element of the APA300ML can be used at the cost of obtaining a much higher order model.

4.4.4.3 Effect of PayloadMass

Another important characteristic of the model is that it should represents the dynamics of the system well for all con-
sidered payloads. The model dynamics is therefore compared with the measured dynamics for 4 payloads (no payload,
13 kg, 26 kg and 39 kg) in Figure 4.73. The observed shift of the suspension modes to lower frequencies with increased
payloadmass is well represented by themulti-bodymodel. The complex conjugate zeros alsowellmatch the experiments
both for the encoder outputs (Figure 4.73a) and the force sensor outputs (Figure 4.73b).

Note that the model displays smaller damping than that observed experimentally for high values of the payload mass.
One option could be to tune the damping as a function of themass (similar towhat is donewith theRayleigh damping).
However, as decentralized IFFwill be applied, the damping is actively brought, and the open-loop damping value should
have very little impact on the obtained plant dynamics.
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Figure 4.71: Comparison of the measured (in blue) and modeled (in red) FRFs from the first control signal u1 to the six encoders
de1 to de6. The APA are here modeled with a 2-DoFs mass-spring-damper system. No payload us used.

In order to also check if themodelwell represents the couplingwhen high payloadmasses are used, the transfer functions
fromu1 tode1 tode6 are compared in the case of the39 kgpayload inFigure 4.74. Excellentmatchbetween experimental
andmodel coupling is observed. Therefore, themodel effectively represents the systemcoupling for different payloads.

Conclusion

The goal of this test bench was to obtain an accurate model of the nano-hexapod that could then be included on top of
the micro-station model. The adopted strategy was to identify the nano-hexapod dynamics under conditions in which
all factors that could have affected the nano-hexapod dynamics were considered. This was achieved by developing a
suspended table with low frequency suspension modes that can be accurately modeled (Section 4.4.2). Although the
dynamics of the nano-hexapod was indeed impacted by the dynamics of the suspended platform, this impact was also
considered in the multi-body model.

The dynamics of the nano-hexapod was then identified in Section 4.4.3. Below the first suspension mode, good decou-
pling could be observed for the transfer function fromu to de, which enables the design of a decentralized positioning
controller based on the encoders for relative positioning purposes. Many othermodeswere present above 700Hz,which
will inevitably limit the achievable bandwidth. The observed effect of the payload’smass on the dynamicswas quite large,
which also represents a complex control challenge.

The FRFs from the six DAC voltagesu to the six force sensors voltagesVs all have alternating complex conjugate poles
and complex conjugate zeros for all the tested payloads (Figure 4.73b). This indicates that it is possible to implement
decentralized Integral Force Feedback in a robust manner.

The developed multi-body model of the nano-hexapod was found to accurately represents the suspension modes of the
Nano-Hexapod (Section 4.4.4). Both FRFmatrices fromu toVs and fromu tode are wellmatchingwith themeasure-
ments, even when considering coupling (i.e. off-diagonal) terms, which are very important from a control perspective.
At frequencies above the suspension modes, the Nano-Hexapod model became inaccurate because the flexible modes
were not modeled. It was found that modeling the APA300ML using a super-element allows to model the internal reso-
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Figure 4.72: Comparison of the measured (in blue) and modeled (in red) FRFs from the first control signal u1 to the six encoders
de1 to de6. The APA are here modeled with a “super-element”. No payload us used.

nances of the struts. The same can be done with the top platform and the encoder supports; however, the model order
would be higher and may become unpractical for simulation.

Obtaining a model that accurately represents the complex dynamics of the Nano-Hexapod was made possible by the
modeling approach used in this study. This approach involved tuning and validating models of individual components
(such as theAPA and flexible joints) using dedicated test benches. The differentmodels could then be combined to form
the Nano-Hexapod dynamical model. If a model of the nano-hexapod was developed in one time, it would be difficult
to tune all the model parameters to match the measured dynamics, or even to know if the model “structure” would be
adequate to represent the system dynamics.
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Figure 4.73: Comparison of the diagonal elements (i.e. “direct” terms) of the measured FRF matrix and the dynamics identified
from the multi-body model. Both for the dynamics from u to de (a) and from u to Vs (b).
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4.5 Nano Active Stabilization System

To proceed with the full validation of the Nano Active Stabilization System (NASS), the nano-hexapod was mounted
on top of the micro-station on ID31, as illustrated in figure 4.75. This section presents a comprehensive experimental
evaluationof the complete system’s performanceon the ID31beamline, focusingon its ability tomaintainprecise sample
positioning under various experimental conditions.

Initially, the project planned to develop a long-stroke (≈ 1 cm3) 5-DoFs metrology system to measure the sample po-
sition relative to the granite base. However, the complexity of this development prevented its completion before the
experimental testing phase on ID31. To validate the nano-hexapod and its associated control architecture, an alternative
short-stroke (≈ 100µm3) metrology system was developed instead, which is presented in Section 4.5.1.

Then, several key aspects of the system validation are examined. Section 4.5.2 analyzes the identified dynamics of the
nano-hexapodmounted on themicro-stationunder various experimental conditions, including different payloadmasses
and rotational velocities. These measurements were compared with predictions from the multi-bodymodel to verify its
accuracy and applicability to control design.

Sections 4.5.3 and 4.5.4 focus on the implementation and validation of the HAC-LAC control architecture. First, Sec-
tion 4.5.3 demonstrates the application of decentralized Integral Force Feedback for robust active damping of the nano-
hexapod suspension modes. This is followed in Section 4.5.4 by the implementation of the high authority controller,
which addresses low-frequency disturbances and completes the control system design.

Finally, Section 4.5.5 evaluates the NASS’s positioning performances through a comprehensive series of experiments
that mirror typical scientific applications. These include tomography scans at various speeds and with different payload
masses, reflectivity measurements, and combined motion sequences that test the system’s full capabilities.

(a)Micro-station and nano-hexapod cables (b)Nano-hexapod fixed on top of the micro-station

Figure 4.75: Picture of the micro-station without the nano-hexapod (a) and with the nano-hexapod (b).

4.5.1 Short StrokeMetrology System

The control of the nano-hexapod requires an external metrology system that measures the relative position of the nano-
hexapod top platform with respect to the granite. As a long-stroke (≈ 1 cm3) metrology system was not yet developed,
a short stroke (≈ 100µm3) was used instead to validate the nano-hexapod control.
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The first considered option was to use the “Spindle error analyzer” shown in Figure 4.76a. This system comprises 5
capacitive sensors facing two reference spheres. However, as the gap between the capacitive sensors and the spheres is
very small1, the risk of damaging the spheres and the capacitive sensors is too high.

(a) Capacitive Sensors (b) Short-Stroke metrology (c) Interferometer head

Figure 4.76: Short stroke metrology system used to measure the sample position with respect to the granite in 5-DoFs. The system
is based on a “Spindle error analyzer” (a), but the capacitive sensors are replaced with fibered interferometers (b). One
interferometer head is shown in (c).

Instead of using capacitive sensors, 5 fibered interferometers were used in a similar manner (Figure 4.76b). At the end of
each fiber, a sensor head2 (Figure 4.76c) is used, which consists of a lens precisely positioned with respect to the fiber’s
end. The lens focuses the light on the surface of the sphere, such that the reflected light comes back into the fiber and
produces an interference. In this way, the gap between the head and the reference sphere is much larger (here around
40mm), thereby removing the risk of collision.

Nevertheless, the metrology system still has a limited measurement range because of the limited angular acceptance of
the fibered interferometers. Indeed, when the spheres are moving perpendicularly to the beam axis, the reflected light
does not coincide with the incident light, and above some perpendicular displacement, the reflected light does not come
back into the fiber, and no interference is produced.

4.5.1.1 Metrology Kinematics

The proposed short-strokemetrology system is schematized in Figure 4.77. The PoI is indicated by the blue frame {B},
which is locatedH = 150mmabove the nano-hexapod’s top platform. The spheres have a diameter d = 25.4mm, and
the indicated dimensions are l1 = 60mm and l2 = 16.2mm. To compute the pose of {B}with respect to the granite
(i.e. with respect to thefixed interferometer heads), themeasured (small) displacements [d1, d2, d3, d4, d5]by the inter-
ferometers arefirstwritten as a functionof the (small) linear and angularmotionof the{B} frame [Dx, Dy, Dz, Rx, Ry]
(4.22).

1Depending on the measuring range, gap can range from≈ 1µm to≈ 100µm.
2M12/F40 model from Attocube.
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d1 = Dy − l2Rx, d2 = Dy + l1Rx, d3 = −Dx − l2Ry, d4 = −Dx + l1Ry, d5 = −Dz (4.22)

x

z

y

d

Figure 4.77: Schematic of the measurement system. The mea-
sured distances are indicated by red arrows.

Figure 4.78: The top sphere is aligned with the rotation axis of
the spindle using two probes.

The five equations (4.22) can be written in matrix form, and then inverted to have the pose of the {B} frame as a linear
combination of the measured five distances by the interferometers (4.23).


Dx

Dy

Dz

Rx

Ry

 =
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0 1 0 −l2 0
0 1 0 l1 0
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·


d1
d2
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d5

 (4.23)

4.5.1.2 Rough Alignment of the Reference Spheres

The two reference spheres must be well aligned with the rotation axis of the spindle. To achieve this, two measuring
probes were used as shown in Figure 4.78.
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To not damage the sensitive sphere surface, the probes are instead positioned on the cylinder on which the sphere is
mounted. The probes are first fixed to the bottom (fixed) cylinder to align the first sphere with the spindle axis. The
probes are then fixed to the top (adjustable) cylinder, and the same alignment is performed.

With this setup, the alignment accuracy of both spheres with the spindle axis was expected to around 10µm. The
accuracywas probably limited by the poor coaxiality between the cylinders and the spheres. However, this first alignment
should be sufficient to position the two sphere within the acceptance range of the interferometers.

4.5.1.3 Tip-Tilt Adjustment of the Interferometers

The short-stroke metrology system was placed on top of the main granite using granite blocs (Figure 4.79). Granite is
used for its good mechanical and thermal stability.

Figure 4.79: Granite gantry used to fix the short-stroke metrology system.

The interferometer beams must be placed with respect to the two reference spheres as close as possible to the ideal case
shown in Figure 4.77. Therefore, their positions and angles must be well adjusted with respect to the two spheres. First,
the vertical positions of the spheres is adjusted using the positioning hexapod tomatch the heights of the interferometers.
Then, the horizontal position of the gantry is adjusted such that the intensity of the light reflected back in the fiber of
the top interferometer is maximized. This is equivalent as to optimize the perpendicularity between the interferometer
beam and the sphere surface (i.e. the concentricity between the top beam and the sphere center).

The lateral sensor heads (i.e. all except the top one) were each fixed to a custom tip-tilt adjustment mechanism. This
allows them to be individually oriented so that they all point to the spheres’ center (i.e. perpendicular to the sphere
surface). This is achieved by maximizing the intensity of the reflected light of each interferometer.

After the alignment procedure, the top interferometer should coincide with the spindle axis, and the lateral interferom-
eters should all be in the horizontal plane and intersect the centers of the spheres.
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4.5.1.4 Fine Alignment of Reference Spheres using Interferometers

Thanks to the first alignment of the two reference spheres with the spindle axis (Section 4.5.1.2) and to the fine adjust-
ment of the interferometer orientations (Section 4.5.1.3), the spindle can perform complete rotations while still having
interference for all five interferometers. Therefore, this metrology can be used to better align the axis defined by the
centers of the two spheres with the spindle axis.

The alignment process requires few iterations. First, the spindle is scanned, and alignment errors are recorded. From
the errors, the motion of the positioning hexapod to better align the spheres with the spindle axis is computed and
the positioning hexapod is positioned accordingly. Then, the spindle is scanned again, and new alignment errors are
recorded.

This iterative process is first performed for angular errors (Figure 4.80a) and then for lateral errors (Figure 4.80b). The re-
maining errors after alignment are in the order of±5µrad inRx andRy orientations,±1µm inDx andDy directions,
and less than 0.1µm vertically.
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Figure 4.80:Measured angular (a) and lateral (b) errors during full spindle rotation. Between two rotations, the positioning hexapod
is adjusted to better align the two spheres with the rotation axis.

4.5.1.5 EstimatedMeasurement Volume

Because the interferometers point to spheres and not flat surfaces, the lateral acceptance is limited. To estimate the
metrology acceptance, the positioning hexapod was used to perform three accurate scans of±1mm, respectively along
the x, y and z axes. During these scans, the 5 interferometers are recorded individually, and the ranges in which each
interferometer had enough coupling efficiency to be able to measure the displacement were estimated. Results are sum-
marized in Table 4.15. The obtained lateral acceptance for pure displacements in any direction is estimated to be around
±0.5mm,which is enough for the current application as it is well above themicro-station errors to be actively corrected
by the NASS.

4.5.1.6 EstimatedMeasurement Errors

When using the NASS, the accuracy of the sample positioning is determined by the accuracy of the external metrology.
However, the validation of the nano-hexapod, the associated instrumentation, and the control architecture is indepen-
dent of the accuracy of the metrology system. Only the bandwidth and noise characteristics of the external metrology
are important. However, some elements that affect the accuracy of the metrology system are discussed here.



4.5 Nano Active Stabilization System 294

Table 4.15: Estimated measurement range for each interferometer, and for three different directions.

Dx Dy Dz

d1 (y) 1.0mm > 2mm 1.35mm
d2 (y) 0.8mm > 2mm 1.01mm
d3 (x) > 2mm 1.06mm 1.38mm
d4 (x) > 2mm 0.99mm 0.94mm
d5 (z) 1.33mm 1.06mm > 2mm

First, the “metrology kinematics” (discussed in Section 4.5.1.1) is only approximate (i.e. valid for small displacements).
This can be easily seen when performing lateral [Dx, Dy] scans using the positioning hexapod while recording the ver-
tical interferometer (Figure 4.81a). As the top interferometer points to a sphere and not to a plane, lateral motion of the
sphere is seen as a vertical motion by the top interferometer.

Then, the reference spheres have somedeviations relative to an ideal sphere 1. These sphere are originally intended for use
with capacitive sensors that integrate shape errors over large surfaces. When using interferometers, the size of the “light
spot” on the sphere surface is a circle with a diameter approximately equal to 50µm, and therefore the measurement is
more sensitive to shape errors with small features.

As the light from the interferometer travels through air (as opposed to being in vacuum), the measured distance is sensi-
tive to any variation in the refractive index of the air. Therefore, any variation in air temperature, pressure or humidity
will induce measurement errors. For instance, for a measurement length of 40mm, a temperature variation of 0.1◦
(which is typical for the ID31 experimental hutch) induces errors in the distance measurement of≈ 4 nm.

Interferometers are also affected by noise [151]. The effect of noise on the translation and rotation measurements is
estimated in Figure 4.81b.
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Figure 4.81: Estimated measurement errors of the metrology. Cross-coupling between lateral motion and vertical measurement is
shown in (a). The effect of interferometer noise on the measured translations and rotations is shown in (b).

4.5.2 Open Loop Plant

The NASS plant is schematically illustrated in Figure 4.82. The input u = [u1, u2, u3, u4, u5, u6] is the command
signal, which corresponds to the voltages generated for each piezoelectric actuator. After amplification, the voltages
across the piezoelectric stack actuators areVa = [Va1, Va2, Va3, Va4, Va5, Va6].

1The roundness of the spheres is specified at 50 nm.



4.5 Nano Active Stabilization System 295

From the setpoint of micro-station stages (rDy
for the translation stage, rRy

for the tilt stage and rRz
for the spindle),

the reference pose of the sample rX is computed using the micro-station’s kinematics. The sample’s position yX =
[Dx, Dy, Dz, Rx, Ry, Rz] ismeasuredusingmultiple sensors. First, thefive interferometersd = [d1, d2, d3, d4, d5]
are used tomeasure the [Dx, Dy, Dz, Rx, Ry]DoFs of the sample. TheRz position of the sample is computed from
the spindle’s setpoint rRz

and from the 6 encoders de integrated in the nano-hexapod.

The sample’s position yX is compared to the reference position rX to compute the position error in the frame of the
(rotating) nano-hexapod εX = [εDx

, εDy
, εDz

, εRx
, εRy

, εRz
]. Finally, the Jacobian matrixJ of the nano-hexapod

is used to map εX in the frame of the nano-hexapod struts εL = [εL1 , εL2 , εL3 , εL4 , εL5 , εL6 ].

Voltages generated by the force sensor piezoelectric stacksVs = [Vs1, Vs2, Vs3, Vs4, Vs5, Vs6]will be used for active
damping.
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Figure 4.82: Schematic of the NASS plant.

4.5.2.1 Open-Loop Plant Identification

The dynamics of the plant is first identified for a fixed spindle angle (at 0 deg) and without any payload. The model
dynamics is also identified under the same conditions.

A comparison between themodel and themeasured dynamics is presented in Figure 4.83. A goodmatch canbe observed
for the diagonal dynamics (except the high-frequency modes which are not modeled). However, the coupling of the
transfer function from command signalsu to the estimated strut motion from the external metrology εL is larger than
expected (Figure 4.83a).

The experimental time delay estimated from the FRF (Figure 4.83a) is larger than expected. After investigation, it was
found that the additional delay was due to a digital processing unit1 that was used to get the interferometers’ signals in
the Speedgoat. This issue was later solved.

4.5.2.2 Better Angular Alignment

One possible explanation of the increased coupling observed in Figure 4.83a is the poor alignment between the external
metrology axes (i.e. the interferometer supports) and the nano-hexapod axes. To estimate this alignment, a decentralized
low-bandwidth feedback controller based on the nano-hexapod encoders was implemented. This allowed to perform
two straight motions of the nano-hexapod along its x and y axes. During these two motions, external metrology mea-
surements were recorded and the results are shown in Figure 4.84. It was found that there was a misalignment of 2.7

1The “PEPU” [62] was used for digital protocol conversion between the interferometers and the Speedgoat.
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(a) External Metrology (b) Force Sensors

Figure 4.83: Comparison between themeasured dynamics and themulti-bodymodel dynamics. Both for the externalmetrology (a)
and for force sensors (b). Direct terms are displayedwith solid lineswhile off-diagonal (i.e. coupling) terms are displayed
with shaded lines.

degrees (rotation around the vertical axis) between the interferometer axes and nano-hexapod axes. This was corrected
by adding an offset to the spindle angle. After alignment, the same motion was performed using the nano-hexapod
while recording the signal of the external metrology. Results shown in Figure 4.84b are indeed indicating much better
alignment.
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Figure 4.84:Measurement of nano-hexapod’s axes in the frame of the external metrology. Before (a) and after alignment (b).

The dynamics of the plant was identified again after fine alignment and compared with the model dynamics in Fig-
ure 4.85. Compared to the initial identification shown in Figure 4.83a, the obtained coupling was decreased and was
close to the coupling obtained with the multi-body model. At low frequency (below 10Hz), all off-diagonal elements
have an amplitude≈ 100 times lower than the diagonal elements, indicating that a low bandwidth feedback controller
can be implemented in a decentralized manner (i.e. 6 SISO controllers). Between 650Hz and 1000Hz, several modes
can be observed, which are due to flexiblemodes of the top platform and themodes of the two spheres adjustmentmech-
anism. The flexible modes of the top platform can be passively damped, whereas the modes of the two reference spheres
should not be present in the final application.
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Figure 4.85: Decrease of the coupling after betterRz alignment.

4.5.2.3 Effect of PayloadMass

To determine how the system dynamics changes with the payload, open-loop identification was performed for four pay-
load conditions shown in Figure 4.86. The obtained direct terms are compared with themodel dynamics in Figure 4.87.
It was found that the model well predicts the measured dynamics under all payload conditions. Therefore, the model
can be used for model-based control if necessary.

It is interesting to note that the anti-resonances in the force sensor plant now appear as minimum-phase, as the model
predicts (Figure 4.87b).

(a)m = 0 kg (b)m = 13 kg (c)m = 26 kg (d)m = 39 kg

Figure 4.86: Four tested payload conditions: (a) no payload, (b) 13 kg payload, (c) 26 kg payload, (d) 39 kg payload.

4.5.2.4 Effect of Spindle Rotation

Toverify that all the kinematics in Figure 4.82 are correct and to checkwhether the systemdynamics is affectedby Spindle
rotation or not, three identification experiments were performed: no spindle rotation, spindle rotation at 36 deg/s and
at 180 deg/s.
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Figure 4.87: Comparison of the diagonal elements (i.e. “direct” terms) of the measured FRF matrix and the dynamics identified
from the multi-body model. Both for the dynamics from u to εL (a) and from u to Vs (b).

The obtained dynamics from command signal u to estimated strut error εL are displayed in Figure 4.88. Both direct
terms (Figure 4.88a) and coupling terms (Figure 4.88b) are unaffected by the rotation. The same can be observed for the
dynamics from command signal to encoders and to force sensors. This confirms that spindle’s rotation has no significant
effect on plant dynamics. This also indicates that the metrology kinematics is correct and is working in real-time.
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Figure 4.88: Effect of the spindle rotation on the plant dynamics from u to εL. Three rotational velocities are tested (0 deg/s,
36 deg/s and 180 deg/s). Both direct terms (a) and coupling terms (b) are displayed.

Conclusion

The identified FRFs from command signals u to the force sensors Vs and to the estimated strut errors εL are well
matching the dynamics of the developedmulti-bodymodel. The effect of payloadmass is shown to be well predicted by
the model, which can be useful if robust model based control is to be used. The spindle rotation has no visible effect on
the measured dynamics, indicating that controllers should be robust against spindle rotation.



4.5 Nano Active Stabilization System 299

4.5.3 Decentralized Integral Force Feedback

In this section, the low authority control part is first validated. It consists of a decentralized Integral Force Feedback
controllerKIFF, with all the diagonal terms being equal (4.25).

KIFF = KIFF · I6 =

KIFF 0
. . .

0 KIFF

 (4.24)

The decentralized Integral Force Feedback is implemented as shown in the block diagram of Figure 4.89.

Damped Plant

Plant

KIFF

+
Vs

u

ϵL

u′

Figure 4.89: Block diagram of the implemented decentralized IFF controller. The controllerKIFF is a diagonal controller.

4.5.3.1 IFF Plant

As the multi-body model is used to evaluate the stability of the IFF controller and to optimize the achievable damping,
it is first checked whether this model accurately represents the system dynamics.

In the previous section (Figure 4.87b), it was shown that themodel well captures the dynamics from each actuator to its
collocated force sensor, and that for all considered payloads. Nevertheless, it is also important to model accurately the
coupling in the system. To verify that, instead of comparing the 36 elements of the 6 × 6 frequency response matrix
fromu to Vs, only 6 elements are compared in Figure 4.90. Similar results were obtained for all other 30 elements and
for the different payload conditions. This confirms that themulti-bodymodel can be used to tune the IFF controller.

4.5.3.2 IFF Controller

A decentralized IFF controller was designed to add damping to the suspension modes of the nano-hexapod for all con-
sidered payloads. The frequency of the suspension modes are ranging from ≈ 30Hz to ≈ 250Hz (Figure 4.87b),
and therefore, the IFF controller should provide integral action in this frequency range. A second-order high-pass filter
(cut-off frequency of 10Hz) was added to limit the low frequency gain (4.25).

KIFF = g0 ·
1

s︸︷︷︸
int

· s2/ω2
z

s2/ω2
z + 2ξzs/ωz + 1︸ ︷︷ ︸
2nd order LPF

, (g0 = −100, ωz = 2π10 rad/s, ξz = 0.7) (4.25)
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Figure 4.90: Comparison of themeasured (in blue) andmodeled (in red) FRFs from the first control signalu1 to the six force sensor
voltages Vs1 to Vs6.

The bode plot of the decentralized IFF controller is shown in Figure 4.91a and the “decentralized loop-gains” for all
considered payload masses are shown in Figure 4.91b. It can be seen that the loop-gain is larger than 1 around the
suspension modes, which indicates that some damping should be added to the suspension modes.

To estimate the added damping, a root-locus plot was computed using the multi-body model (Figure 4.92). It can be
seen that for all considered payloads, the poles are bounded to the “left-half plane” indicating that the decentralized IFF
is robust. The closed-loop poles for the chosen gain value are represented by black crosses. It can be seen that while
damping can be added for all payloads (as compared to the open-loop case), the optimal value of the gain is different for
each payload. For low payload masses, a higher IFF controller gain can lead to better damping. However, in this study,
it was chosen to implement a “fixed” (i.e. non-adaptive) decentralized IFF controller.

4.5.3.3 Damped Plant

As the model accurately represents the system dynamics, it can be used to estimate the damped plant, i.e. the transfer
functions from u′ to L. The obtained damped plants are compared to the open-loop plants in Figure 4.93a. The
peak amplitudes corresponding to the suspension modes were approximately reduced by a factor 10 for all considered
payloads, indicating the effectiveness of the decentralized IFF control strategy.

To experimentally validate theDecentralized IFF controller, it was implemented and the damped plants (i.e. the transfer
function from u′ to εL) were identified for all payload conditions. The obtained FRFs are compared with the model
in Figure 4.93b verifying the good correlation between the predicted damped plant using themulti-bodymodel and the
experimental results.

Conclusion

The implementation of a decentralized Integral Force Feedback controller was successfully demonstrated. Using the
multi-body model, the controller was designed and optimized to ensure stability across all payload conditions while
providing significant damping of suspensionmodes. The experimental results validated themodel predictions, showing
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Figure 4.91: Bode plot of the decentralized IFF controller (a). The decentralized controllerKIFFmultiplied by the identified dynam-
ics from u1 to Vs1 for all payloads are shown in (b).
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Figure 4.92: Root loci for the decentralized IFF controller, computed using themulti-bodymodel. Black crosses indicate the closed-
loop poles for the chosen value of the gain.

a reduction inpeak amplitudes by approximately a factor of 10 across the full payload range (0 to39 kg). Althoughhigher
gains could achieve better damping performance for lighter payloads, the chosen fixed-gain configuration represents a
robust compromise that maintains stability and performance under all operating conditions. The good correlation
between the modeled and measured damped plants confirms the effectiveness of using the multi-body model for both
controller design and performance prediction.

4.5.4 High Authority Control in the Frame of the Struts

In this section, a High-Authority-Controller is developed to actively stabilize the sample position. The corresponding
control architecture is shown in Figure 4.94.
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Figure 4.93: Comparison of the open-loop plant and the damped plant with decentralized IFF, estimated from the multi-body
model (a). Comparison of measured damped and modeled plants for all considered payloads (b). Only “direct” terms
(εLi/u

′
i) are displayed for simplicity.

As the diagonal terms of the damped plants were found to be all equal (thanks to the system’s symmetry and manufac-
turing and mounting uniformity, see Figure 4.93b), a diagonal high authority controllerKHAC is implemented with all
diagonal terms being equal (4.26).

KHAC = KHAC · I6 =

KHAC 0
. . .

0 KHAC

 (4.26)

Damped Plant

Plant

KIFF

+KHAC

Vs

u

ϵL

u′

Figure 4.94: Block diagram of the implemented HAC-IFF controllers. The controllerKHAC is a diagonal controller.

4.5.4.1 Damped Plant

To verify whether the multi-body model accurately represents the measured damped dynamics, both the direct terms
and coupling terms corresponding to the first actuator are compared in Figure 4.95. Considering the complexity of
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the system’s dynamics, the model can be considered to represent the system’s dynamics with good accuracy, and can
therefore be used to tune the feedback controller and evaluate its performance.
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Figure 4.95: Comparison of themeasured (in blue) andmodeled (in red) FRFs from the first control signal (u′
1) of the damped plant

to the estimated errors (εLi ) in the frame of the six struts by the external metrology.

The challenge here is to tune a high authority controller such that it is robust to the change in dynamics due to different
payloads being used. Without using the HAC-LAC strategy, it would be necessary to design a controller that provides
good performance for all undamped dynamics (blue curves in Figure 4.96), which is a very complex control problem.
With the HAC-LAC strategy, the designed controller must be robust to all the damped dynamics (red curves in Fig-
ure 4.96), which is easier from a control perspective. This is one of the key benefits of using the HAC-LAC strategy.

Figure 4.96: Comparison of the (six) direct terms for all (four) payload conditions in the undamped case (in blue) and the damped
case (i.e. with the decentralized IFF being implemented, in red).
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4.5.4.2 Interaction Analysis

The control strategy here is to apply a diagonal control in the frame of the struts; thus, it is important to determine
the frequency at which the multivariable effects become significant, as this represents a critical limitation of the control
approach. To conduct this interaction analysis, the Relative Gain Array (RGA)ΛG is first computed using (4.27) for
the plant dynamics identified with the multiple payload masses.

ΛG(ω) = G(jω) ?
(
G(jω)−1

)ᵀ
, (?means element wise multiplication) (4.27)

Then, RGA numbers are computed using (4.28) and are use as a metric for interaction [130, chapt. 3.4].

RGA number(ω) = ‖ΛG(ω)− I‖sum (4.28)

The obtained RGA numbers are compared in Figure 4.97. The results indicate that higher payload masses increase
the coupling when implementing control in the strut reference frame (i.e., decentralized approach). This indicates that
achieving high bandwidth feedback control is increasingly challenging as the payload mass increases. This behavior can
be attributed to the fundamental approach of implementing control in the frame of the struts. Above the suspension
modes of the nano-hexapod, the motion induced by the piezoelectric actuators is no longer dictated by kinematics but
rather by the inertia of the different parts. This design choice, while beneficial for system simplicity, introduces inherent
limitations in the system’s ability to handle larger masses at high-frequency.
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Figure 4.97: RGA-number for the damped plants - Comparison of all the payload conditions.

4.5.4.3 Robust Controller Design

A diagonal controller was designed to be robust against changes in payload mass, which means that every damped plant
shown in Figure 4.96 must be considered during the controller design. For this controller design, a crossover frequency
of 5Hz was chosen to limit the multivariable effects, as explain in Section 4.5.4.2. One integrator is added to increase
the low-frequency gain, a lead is added around 5Hz to increase the stability margins and a first-order low-pass filter
with a cut-off frequency of 30Hz is added to improve the robustness to dynamical uncertainty at high-frequency. The
controller transfer function is shown in (4.29).
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KHAC(s) = g0 ·
ωc

s︸︷︷︸
int

· 1√
α

1 + s
ωc/

√
α

1 + s
ωc

√
α︸ ︷︷ ︸

lead

· 1

1 + s
ω0︸ ︷︷ ︸

LPF

, (ωc = 2π5 rad/s, α = 2, ω0 = 2π30 rad/s) (4.29)

Theobtained “decentralized” loop-gains (i.e. the diagonal element of the controller times the diagonal terms of the plant)
are shown in Figure 4.98a. The closed-loop stability was verified by computing the characteristic Loci (Figure 4.98b).
However, small stability margins were observed for the highest mass, indicating that some multivariable effects are at
play.
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Figure 4.98: “Decentralized loop-gains” (a) and characteristic loci (b) for the robust high authority controller.

4.5.4.4 Performance - Tomography Scans

To estimate the performances that can be expected with this HAC-LAC architecture and the designed controller, sim-
ulations of tomography experiments were performed1. The rotational velocity was set to 180 deg/s, and no payload was
added on top of the nano-hexapod. An open-loop simulation and a closed-loop simulation were performed and com-
pared in Figure 4.99. The obtained closed-loop positioning accuracy was found to comply with the requirements as it
succeeded to keep the PoI on the beam (Figure 4.99b).

4.5.4.5 Robustness - Tomography Scans

To verify the robustness against payload mass variations, four simulations of tomography experiments were performed
with payloads as shown Figure 4.86 (i.e. 0 kg, 13 kg, 26 kg and 39 kg). The rotational velocity was set at 6 deg/s, which
is the typical rotational velocity for heavy samples.

The closed-loop systems were stable under all payload conditions, indicating good control robustness. However, the
positioning errors worsen as the payload mass increases, especially in the lateralDy direction, as shown in Figure 4.100.
However, it was decided that this controller should be tested experimentally and improved only if necessary.

1Note that the eccentricity of the PoI with respect to the Spindle rotation axis has been tuned based on measurements.
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Figure 4.99: Position error of the sample in the XY (a) and YZ (b) planes during a simulation of a tomography experiment at
180 deg/s. No payload is placed on top of the nano-hexapod.
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Figure 4.100: Positioning errors in the YZ plane during closed-loop simulations of tomography experiments.

Conclusion

In this section, a High-Authority-Controller was developed to actively stabilize the sample position. The multi-body
model was first validated by comparing it with the measured frequency responses of the damped plant, which showed
good agreement for both direct terms and coupling terms. This validation confirmed that themodel can be reliably used
to tune the feedback controller and evaluate its performance.

An interaction analysis using the RGA-number was then performed, which revealed that higher payload masses lead to
increased coupling when implementing control in the strut reference frame. Based on this analysis, a diagonal controller
with a crossover frequency of 5Hzwas designed, incorporating an integrator, a lead compensator, and a first-order low-
pass filter.

Finally, tomography experiments were simulated to validate the HAC-LAC architecture. The closed-loop system re-
mained stable under all tested payload conditions (0 to 39 kg). With no payload at 180 deg/s, the NASS successfully
maintained the sample PoI in the beam, which fulfilled the specifications. At 6 deg/s, although the positioning errors
increased with the payload mass (particularly in the lateral direction), the system remained stable. These results demon-
strate both the effectiveness and limitations of implementing control in the frame of the struts.
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4.5.5 Validationwith Scientific Experiments

In this section, the goal is to evaluate the performance of the NASS and validate its use to perform typical scientific ex-
periments. However, the online metrology prototype (presented in Section 4.5.1) does not allow samples to be placed
on top of the nano-hexapodwhile being illuminated by the x-ray beam. Nevertheless, to fully validate theNASS, typical
motions performed during scientific experiments can be mimicked, and the positioning performances can be evalu-
ated.

Several scientific experiments were replicated, such as:

• Tomography scans: continuous rotation of the Spindle along the vertical axis (Section 4.5.5.1)

• Reflectivity scans: Ry rotations using the tilt-stage (Section 4.5.5.2)

• Vertical layer scans: Dz step motion or ramp scans using the nano-hexapod (Section 4.5.5.3)

• Lateral scans: Dy scans using the Ty translation stage (Section 4.5.5.4)

• Diffraction Tomography:continuousRz rotation using the Spindle and lateralDy scans performed at the same
time using the translation stage (Section 4.5.5.5)

Unless explicitly stated, all closed-loop experiments were performed using the robust (i.e. conservative) high authority
controller designed in Section 4.5.4.3. Higher performance controllers using complementary filters are investigated in
Section 4.5.5.6.

For each experiment, the obtained performances are compared to the specifications for the most demanding case in
which nano-focusing optics are used to focus the beam down to 200 nm× 100 nm. In this case, the goal is to keep the
sample’s PoI in the beam, and therefore theDy andDz positioning errors should be less than 200 nm and 100 nmpeak-
to-peak, respectively. TheRy error should be less than 1.7µrad peak-to-peak. In terms of RMS errors, this corresponds
to 30 nm inDy , 15 nm inDz and 250 nrad inRy (a summary of the specifications is given in Table 4.16).

Results obtained for all experiments are summarized and compared to the specifications in Section 4.5.5.6.

Table 4.16: Positioning specifications for the Nano-Active-Stabilization-System.

Dy Dz Ry

peak 2 peak 200 nm 100 nm 1.7µrad
RMS 30 nm 15 nm 250 nrad

4.5.5.1 Tomography Scans

SlowTomography Scans First, tomography scans were performedwith a rotational velocity of 6 deg/s for all con-
sidered payloadmasses (shown in Figure 4.86). Each experimental sequence consisted of two complete spindle rotations:
an initial open-loop rotation followed by a closed-loop rotation. The experimental results for the 26 kg payload are pre-
sented in Figure 4.101a.

Due to the static deformation of the micro-station stages under payload loading, a significant eccentricity was observed
between the PoI and the spindle rotation axis. To establish a theoretical lower bound for open-loop errors, an ideal
scenario was assumed, where the PoI perfectly aligns with the spindle rotation axis. This idealized case was simulated
by first calculating the eccentricity through circular fitting (represented by the dashed black circle in Figure 4.101a),
and then subtracting it from the measured data, as shown in Figure 4.101b. While this approach likely underestimates
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actual open-loop errors, as perfect alignment is practically unattainable, it enables a more balanced comparison with
closed-loop performance.
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Figure 4.101: Tomography experiment with a rotation velocity of 6 deg/s, and payload mass of 26 kg. Errors in the XY plane are
shown in (a). The estimated eccentricity is represented by the black dashed circle. The errors with subtracted eccen-
tricity are shown in (b).

The residual motion (i.e. after compensating for eccentricity) in the YZ is compared against the minimum beam size, as
illustrated in Figure 4.102. Results are indicating the NASS succeeds in keeping the sample’s PoI on the beam, except
for the highest mass of 39 kg for which the lateral motion is a bit too high. These experimental findings are consistent
with the predictions from the tomography simulations presented in Section 4.5.4.5.

Figure 4.102:Measured errors in the YZ plane during tomography experiments at 6 deg/s for all considered payloads. In the open-
loop case, the effect of eccentricity is removed from the data.

Fast Tomography Scans A tomography experiment was then performed with the highest rotational velocity of
the Spindle: 180 deg/s1. The trajectory of the PoI during the fast tomography scan is shown in Figure 4.103. Although
the experimental results closely match the simulation results (Figure 4.99), the actual performance was slightly lower
than predicted. Nevertheless, even with this robust (i.e. conservative) HAC implementation, the system performance
was already close to the specified requirements.

CumulativeAmplitudeSpectra Acomparative analysiswas conductedusing three tomography scans at180 deg/s
to evaluate the effectiveness of the HAC-LAC strategy in reducing positioning errors. The scans were performed under

1The highest rotational velocity of 360 deg/s could not be tested due to an issue in the Spindle’s controller.
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Figure 4.103: Experimental results of tomography experiment at 180 deg/s without payload. The position error of the sample is
shown in the XY (a) and YZ (b) planes.

three conditions: open-loop, with decentralized IFF control, and with the complete HAC-LAC strategy. For this spe-
cific measurement, an enhanced high authority controller (discussed in Section 4.5.5.6) was optimized for low payload
masses to meet the performance requirements.

Figure 4.104 presents the cumulative amplitude spectra of the position errors for all three cases. The results reveal two
distinct control contributions: the decentralized IFF effectively attenuates vibrations near the nano-hexapod suspension
modes (an achievement not possible with HAC alone), while the high authority controller suppresses low-frequency
vibrations primarily arising from Spindle guiding errors. Notably, the spectral patterns in Figure 4.104 closely resemble
the cumulative amplitude spectra computed in the project’s early stages (Figure 2.27b in page45).

This experiment also illustrates that when needed, performance can be enhanced by designing controllers for specific
experimental conditions rather than relying solely on robust controllers able to accommodate all payloads.
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Figure 4.104: Cumulative Amplitude Spectrum for tomography experiments at 180 deg/s. Open-Loop case, IFF, andHAC-LAC
are compared. Specifications are indicated by black dashed lines. The RMS values are indicated in the legend.
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4.5.5.2 Reflectivity Scans

X-ray reflectivity measurements involve scanning thin structures, particularly solid/liquid interfaces, through the beam
by varying theRy angle. In this experiment, aRy scanwas executed at a rotational velocity of 100µrad/s, and the closed-
loop positioning errors were monitored (Figure 4.105). The results confirmed that the NASS successfully maintained
the PoI within the specified beam parameters throughout the scanning process.
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Figure 4.105: Reflectivity scan (Ry) with a rotational velocity of 100µrad/s.

4.5.5.3 Dirty Layer Scans

In some cases, samples are composed of several atomic “layers” that are first aligned in the horizontal plane throughRx

andRy positioning, followed by vertical scanning with preciseDz motion. These vertical scans can be executed either
continuously or in a step-by-step manner.

Step by StepDz Motion The vertical step motion was performed exclusively with the nano-hexapod. Testing was
conducted across step sizes ranging from 10 nm to 1µm. Results are presented in Figure 4.106. The system successfully
resolved 10 nm steps (red curve in Figure 4.106a) if a 50ms integration time is considered for the detectors, which is
compatible with many experimental requirements.

In step-by-step scanning procedures, the settling time is a critical parameter as it significantly affects the total experiment
duration. The system achieved a response time of approximately 70ms to reach the target position (within±20 nm),
as demonstrated by the 1µm step response in Figure 4.106c. The settling duration typically decreases for smaller step
sizes.

ContinuousDzMotion: DirtyLayerScans For these and subsequent experiments, theNASSperforms “ramp
scans” (constant velocity scans). To eliminate tracking errors, the feedback controller incorporates two integrators, com-
pensating for the plant’s lack of integral action at low frequencies.

Initial testing at 10µm/s demonstrated positioning errors well within specifications (indicated by dashed lines in Fig-
ure 4.107).
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Figure 4.106: Vertical steps performed with the nano-hexapod. 10 nm steps are shown in (a) with the low-pass filtered data corre-
sponding to an integration time of 50ms. 100 nm steps are shown in (b). The response time to reach a peak-to-peak
error of±20 nm is≈ 70ms as shown in (c) for a 1µm step.
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Figure 4.107:Dz scan at a velocity of 10µm/s. Dz setpoint, measured position and error are shown in (b). Errors inDy andRy

are respectively shown in (a) and (c).

A subsequent scan at 100µm/s - the maximum velocity for high-precision Dz scans1 - maintains positioning errors
within specifications during the constant velocity phase, with deviations occurring only during acceleration and decel-
eration phases (Figure 4.108). Since detectors typically operate only during the constant velocity phase, these transient
deviations do not compromise the measurement quality. However, performance during acceleration phases could be
enhanced through the implementation of feedforward control.

4.5.5.4 Lateral Scans

Lateral scans are executed using the Ty stage. The stepper motor controller2 generates a setpoint that is transmitted to
the Speedgoat. Within the Speedgoat, the system computes the positioning error by comparing themeasuredDy sample

1Such scan could corresponding to a 1ms integration time (which is typically the smallest integration time) and 100 nm “resolution” (equal to
the vertical beam size).

2The “IcePAP” [71] which is developed at the ESRF.
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Figure 4.108:Dz scan at a velocity of 100µm/s. Dz setpoint, measured position and error are shown in (b). Errors inDy andRy

are respectively shown in (a) and (c).

position against the received setpoint, and theNano-Hexapod compensates for positioning errors introduced duringTy

stage scanning. The scanning range is constrained±100µm due to the limited acceptance of the metrology system.

Slow Scan Initial testing were made with a scanning velocity of 10µm/s, which is typical for these experiments.
Figure 4.109 compares the positioning errors between open-loop (without NASS) and closed-loop operation. In the
scanning direction, open-loopmeasurements reveal periodic errors (Figure 4.109a) attributable to theTy stage’s stepper
motor. Thesemicro-stepping errors, which are inherent to steppermotor operation, occur 200 times permotor rotation
with approximately 1mrad angular error amplitude. Given theTy stage’s lead screwpitch of 2mm, these errorsmanifest
as 10µm periodic oscillations with ≈ 300 nm amplitude, which can indeed be seen in the open-loop measurements
(Figure 4.109a).

In the vertical direction (Figure 4.109b), open-loop errors likely stem from metrology measurement error because the
top interferometer points at a spherical target surface (see Figure 4.81a). Under closed-loop control, positioning errors
remain within specifications in all directions.
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Figure 4.109: Open-loop (in blue) and closed-loop (i.e. using the NASS, in red) during a 10µm/s scan with the Ty stage.
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Fast Scan The system performance was evaluated at an increased scanning velocity of 100µm/s, and the results
are presented in Figure 4.110. At this velocity, the micro-stepping errors generate 10Hz vibrations, which are further
amplified by micro-station resonances. These vibrations exceeded the NASS feedback controller bandwidth, resulting
in limited attenuation under closed-loop control. This limitation exemplifies why stepper motors are suboptimal for
“long-stroke/short-stroke” systems requiring precise scanning performance [35].

Two potential solutions exist for improving high-velocity scanning performance. First, the Ty stage’s stepper motor
could be replaced by a three-phase torquemotor. Alternatively, since closed-loop errors inDz andRy directions remain
within specifications (Figures 4.110b and 4.110c), detector triggering could be based on measuredDy position rather
than time or Ty setpoint, reducing sensitivity toDy vibrations. For applications requiring smallDy scans, the nano-
hexapod can be used exclusively, although with limited stroke capability.

-100 0 100

Ty position [7m]

-3

-2

-1

0

1

2

3

D
y

er
ro

r
[7

m
]

Open-loop
Closed-loop
Speci-cations

(a) Lateral (Dy)

-100 0 100

Ty position [7m]

-0.4

-0.2

0

0.2

0.4

D
z

er
ro

r
[7

m
]

Open-loop
Closed-loop
Speci-cations

(b) Vertical (Dz)

-100 0 100

Ty position [7m]

-10

-5

0

5

10

R
y

er
ro

r
[7

ra
d
]

Open-loop
Closed-loop
Speci-cations

(c) Tilt (Ry)

Figure 4.110: Open-Loop (in blue) and Closed-loop (i.e. using the NASS, in red) during a 100µm/s scan with the Ty stage.

4.5.5.5 Diffraction Tomography

In diffraction tomography experiments, the micro-station performs combined motions: continuous rotation around
the Rz axis while performing lateral scans alongDy . For this validation, the spindle maintained a constant rotational
velocity of 6 deg/s while the nano-hexapod performs the lateral scanning motion. To avoid high-frequency vibrations
typically induced by the stepper motor, the Ty stage was not used, which constrained the scanning range to approxi-
mately ±100µm/s. The system performance was evaluated at three lateral scanning velocities: 0.1mm/s, 0.5mm/s,
and 1mm/s. Figure 4.111 presents both theDy position setpoints and the corresponding measuredDy positions for
all tested velocities.

The positioning errors measured along Dy , Dz , and Ry directions are displayed in Figure 4.112. The system main-
tained positioning errors within specifications for bothDz and Ry (Figures 4.112b and 4.112c). However, the lateral
positioning errors exceeded specifications during the acceleration and deceleration phases (Figure 4.112a). These large
errors occurred only during ≈ 20ms intervals; thus, a delay of 20ms could be implemented in the detector the avoid
integrating the beam when these large errors are occurring. Alternatively, a feedforward controller could improve the
lateral positioning accuracy during these transient phases.
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Figure 4.111: Lateral (Dy) motion for several configured velocities.
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Figure 4.112: Diffraction tomography scans (combinedRz andDy motions) at severalDy velocities,Ωz = 6 deg/s.

4.5.5.6 Feedback Control using Complementary Filters

A control architecture based on complementary filters to shape the closed-loop transfer functions was proposed dur-
ing the detail design phase (Section 3.3.3). Experimental validation of this architecture using the NASS is presented
herein.

Given that performance requirements are specified in the Cartesian frame, decoupling of the plant within this frame
was achieved using Jacobian matrices. Consequently, the control space comprises the directionsDx,Dy ,Dz ,Rx, and
Ry . Control performance in each of these directions can be tuned independently. A schematic of the proposed control
architecture is illustrated in Figure 4.113.

Implementation of this control architecture necessitates a plantmodel, whichmust subsequently be inverted. This plant
model was derived from themulti-bodymodel incorporating the previously detailed 2-DoFsAPA (Section 4.1.3)model
and 4-DoFs flexible joints, such that the model order stays relatively low. Analytical formulas for complementary filters
having 40 dB/dec slopes, proposed in Section 3.3.3.3, were used during this experimental validation.

An initial experimental validation was conducted under no-payload conditions, with control applied solely to theDy ,
Dz , andRy directions. Increased control bandwidth was achieved for theDz andRy directions through appropriate
tuning of the parameter ω0. The experimentally measured closed-loop sensitivity transfer functions corresponding to
these three controlled directions are presented in Figure 4.114a.
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Plant

Damped Plant

Figure 4.113: Control architecture using complementary filters proposed in Section 3.3.3, here adapted for the NASS. Jacobian
matrices are used to have the control in the Cartesian frame. Only the Dz controller is shown. HL and HH are
complementary filters.

Another test was conductedwith a 26 kg payload. For this configuration, complementary filters were implementedwith
ω0 = 2π · 10 rad/s, and parameter α was varied. The resulting experimentally obtained closed-loop transfer functions
are compared against the theoretical complementary filter responses in Figure 4.114b. As illustrated in the figure, a close
correspondence between the measured closed-loop responses and the target complementary filter magnitude was ob-
served. It also shows that the parameter α provides a mechanism for managing the trade-off between low-frequency
disturbance rejection performance and the potential amplification of disturbances within the crossover frequency re-
gion.

100 101 102 103

Frequency [Hz]

10!3

10!2

10!1

100

M
a
g
n
it
u
d
e

SDy

SDz

SRy

(a) Choice of bandwidth using ω0,m = 0 kg

100 101 102 103

Frequency [Hz]

10!3

10!2

10!1

100

M
a
g
n
it
u
d
e

, = 2, HH , HL

, = 2, S, T
, = 0:5, HH , HL

, = 0:5, S, T

(b) Effect of a change ofα,m = 26 kg

Figure 4.114:Measured closed-loop transfer functions. Different bandwidth can be specified for different directions using ω0 (a).
The shape can be adjusted using parameter α (b).

Finally, ω0 was gradually increased to estimate the maximum bandwidth (i.e. the best low frequency disturbance rejec-
tion) that can be achieved with this architecture. No payload was used for this test, and the parameter ω0 was increased
for the controllers in theDy andDz directions. A value ω0 = 2π · 60 rad/s could be achieved. Measured closed-loop
transfer functions are shown in Figure 4.115, indicating a reduction of disturbances in the considered direction of 1000
at 1Hz. For higher values ofω0, the system became unstable in the vertical direction, probably because of the resonance
at 250Hz that is not well captured with the multi-body model (Figure 4.93b).
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Figure 4.115:Measured Closed-Loop Sensitivity (a) and Complementary Sensitivity (b) transfer functions for the highest tested
parameter ω0 = 2π · 60 rad/s.

Conclusion

A comprehensive series of experimental validations was conducted to evaluate theNASS performance over a wide range
of typical scientific experiments. The system demonstrated robust performance in most scenarios, with positioning
errors generally remaining within specified tolerances (30 nmRMS inDy , 15 nmRMS inDz , and 250 nrad RMS in
Ry).

For tomography experiments, the NASS successfully maintained good positioning accuracy at rotational velocities up
to 180 deg/s with light payloads, though performance degraded somewhatwith heaviermasses. TheHAC-LACcontrol
architecture proved particularly effective, with the decentralized IFF providing damping of nano-hexapod suspension
modes, while the high authority controller addressed low-frequency disturbances.

The vertical scanning capabilities were validated in both step-by-step and continuous motion modes. The system suc-
cessfully resolved 10 nm steps with 50 ms detector integration time, while maintaining positioning accuracy during
continuous scans at speeds up to 100µm/s.

For lateral scanning, the system performedwell atmoderate speeds (10µm/s) but showed limitations at higher velocities
(100µm/s) due to stepper motor-induced vibrations in the Ty stage.

The most challenging test case - diffraction tomography combining rotation and lateral scanning - demonstrated the
system’s ability tomaintain vertical and angular stabilitywhile highlighting some limitations in lateral positioningduring
rapid accelerations. These limitations could be addressed through feedforward control or alternative detector triggering
strategies.

Overall, the experimental results validate the effectiveness of the developed control architecture and demonstrate that
the NASS meets most design specifications across a wide range of operating conditions (summarized in Table 4.17).
The identified limitations, primarily related to high-speed lateral scanning and heavy payload handling, provide clear
directions for future improvements.
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Table 4.17: Summary of the experimental results performed using the NASS on ID31. Open-loop errors are indicated on the left of
the arrows. Closed-loop errors that are outside the specifications are indicated in bold.

Experiments Dy [nmRMS] Dz [nmRMS] Ry [nradRMS]

Tomography (6 deg/s) 142 ⇒ 15 32 ⇒ 5 464 ⇒ 56
Tomography (6 deg/s, 13 kg) 149 ⇒ 25 26 ⇒ 6 471 ⇒ 55
Tomography (6 deg/s, 26 kg) 202 ⇒ 25 36 ⇒ 7 1737 ⇒ 104
Tomography (6 deg/s, 39 kg) 297 ⇒ 53 38 ⇒ 9 1737 ⇒ 170

Tomography (180 deg/s) 143 ⇒ 38 24 ⇒ 11 252 ⇒ 130
Tomography (180 deg/s, custom HAC) 143 ⇒ 29 24 ⇒ 5 252 ⇒ 142

Reflectivity (100µrad/s) 28 6 118

Dz scan (10µm/s) 25 5 108
Dz scan (100µm/s) 35 9 132

Lateral Scan (10µm/s) 585 ⇒ 21 155 ⇒ 10 6300 ⇒ 60
Lateral Scan (100µm/s) 1063 ⇒ 732 167 ⇒ 20 6445 ⇒ 356

Diffraction tomography (6 deg/s, 0.1mm/s) 36 7 113
Diffraction tomography (6 deg/s, 0.5mm/s) 29 8 81
Diffraction tomography (6 deg/s, 1mm/s) 53 10 135

Specifications 30 15 250

Conclusion

This chapter presented a comprehensive experimental validation of the Nano Active Stabilization System (NASS) on
the ID31 beamline, demonstrating its capability to maintain precise sample positioning during various experimental
scenarios. The implementation and testing followed a systematic approach, beginning with the development of a short-
stroke metrology system to measure the sample position, followed by the successful implementation of a HAC-LAC
control architecture, and concluding in extensive performance validation across diverse experimental conditions.

The short-strokemetrology system,while designed as a temporary solution, proved effective inprovidinghigh-bandwidth
and low-noise 5-DoFs position measurements. The careful alignment of the fibered interferometers targeting the two
reference spheres ensured reliable measurements throughout the testing campaign.

The implementation of the control architecture validated the theoretical framework developed earlier in this project.
The decentralized Integral Force Feedback (IFF) controller successfully provided robust damping of suspension modes
across all payload conditions (0 to39 kg), reducingpeak amplitudes by approximately a factor of 10. TheHighAuthority
Controller (HAC) effectively rejects low-frequency disturbances, although its performance showed some dependency
on payload mass, particularly for lateral motion control.

The experimental validation covered a wide range of scientific scenarios. The system demonstrated remarkable perfor-
mance undermost conditions, meeting the stringent positioning requirements (30 nmRMS inDy , 15 nmRMS inDz ,
and 250 nrad RMS inRy) for themajority of test cases. Some limitations were identified, particularly in handling heavy
payloads during rapidmotions and inmanaging high-speed lateral scanning with the existing stepper motor Ty stage.

The successful validation of the NASS demonstrates that once an accurate online metrology system is developed, it will
be ready for integration into actual beamline operations. The system’s ability to maintain precise sample positioning
across awide range of experimental conditions, combinedwith its robust performance and adaptive capabilities, suggests
that it will significantly enhance the quality and efficiency of X-ray experiments at ID31. Moreover, the systematic ap-
proach to system development and validation, alongwith a detailed understanding of performance limitations, provides
valuable insights for future improvements and potential applications in similar high-precision positioning systems.
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Experimental Validation - Conclusion

The experimental validation detailed in this chapter confirms that the Nano Active Stabilization System successfully
augments the positioning capabilities of the micro-station, thereby enabling full use of the ESRF’s new light source
potential. Amethodical approach was employed—first characterizing individual components and subsequently testing
the integrated system—to comprehensively evaluate the NASS performance.

Initially, the Amplified Piezoelectric Actuators (APA300ML) were characterized, revealing consistent mechanical and
electrical properties across multiple units. The implementation of Integral Force Feedback was shown to add significant
damping to the system. Two models of the APA300ML were developed and validated: a simplified two degrees-of-
freedom model and a more complex super-element extracted from FEA. Both models accurately represented the axial
dynamics of the actuators, with the super-element model additionally capturing flexible modes.

The flexible joints were examined for geometric accuracy and bending stiffness, with measurements confirming compli-
ance with design specifications. The experimental values demonstrated good agreement with finite element predictions,
validating the joint design and enabling accurate modeling of their behavior within the system.

The strut assembly process was optimized to ensure consistent performance across the six struts. Dynamic testing re-
vealed complex behavior in the transfer function from piezoelectric voltage to encoder displacement, attributed to mis-
alignment between flexible joints and actuators. This finding led to the strategic decision to mount encoders on the
nano-hexapod plates rather than on the struts.

The nano-hexapod was then assembled and mounted on a suspended table to characterize its dynamic behavior. The
measurement setup enabled isolation of the hexapod’s dynamics frompotential influence of complex support dynamics.
The experimental FRFs exhibited good correlation with the multi-body model, confirming that the model can be used
for control system design.

Finally, the completeNASSwas validated on the ID31 beamline using a short-strokemetrology system. TheHAC-LAC
control architecture successfully provided robust active damping of suspension modes and rejection of low-frequency
disturbances across various payload conditions. Comprehensive testing under typical experimental scenarios—includ-
ing tomography scans, reflectivity scans, and diffraction tomography—demonstrated the NASS ability to maintain
the positioning errors within specifications (30 nmRMS in lateral direction, 15 nmRMS in vertical direction, and
250 nrad RMS in tilt direction). The system performed exceptionally well during vertical scans, though some limita-
tions were identified during rapid lateral scanning and with heavier payloads.

With the implementation of an accurate onlinemetrology system, theNASSwill be ready for integration into the beam-
line environment, significantly enhancing the capabilities of high-precision X-ray experimentation on the ID31 beam-
line.



5 Conclusion and FutureWork

5.1 Summary of Findings

The primary objective of this research was to enhance the positioning accuracy of the ID31 micro-station by approxi-
mately two orders of magnitude, enabling full exploitation of the new 4th generation light source, without compromis-
ing the system’s mobility or its capacity to handle payloads up to 50 kg.

To meet this demanding objective, the concept of a Nano Active Stabilization System (NASS) was proposed and devel-
oped. This system comprises an active stabilization platform positioned between the existingmicro-station and the sam-
ple. Integrated with an external online metrology system and an custom control architecture, the NASS was designed
to actively measure and compensate for positioning errors originating from various sources, including micro-station
imperfections, thermal drift, and vibrations.

The conceptual design phase rigorously evaluated the feasibility of the NASS concept. Through progressive modeling,
from simplified uniaxial representations to complexmulti-body dynamic simulations, key design insightswere obtained.
It was determined that an active platform with moderate stiffness offered an optimal compromise, decoupling the sys-
tem frommicro-station dynamics while mitigating gyroscopic effects from continuous rotation. The multi-body mod-
eling approach, informed by experimental modal analysis of the micro-station, was essential for capturing the system’s
complex dynamics. The Stewart platform architecture was selected for the active stage, and its viability was confirmed
through closed-loop simulations employing a High Authority Control / Low Authority Control (HAC-LAC) strat-
egy. This strategy used a modified form of Integral Force Feedback (IFF), adapted to provide robust active damping
despite the platform rotation and varying payloads. These simulations demonstrated the NASS concept could meet the
nanometer-level stability requirements under realistic operating conditions.

Following the conceptual validation, the detailed design phase focused on translating the NASS concept into an opti-
mized, physically realizable system. Geometric optimization studies refined the Stewart platform configuration. A hy-
brid modeling technique combining Finite Element Analysis (FEA) with multi-body dynamics simulation was applied
and experimentally validated. This approach enabled detailed optimization of components, such as Amplified Piezo-
electric Actuator (APA) and flexible joints, while efficiently simulating the complete system dynamics. By dedicating
one stack of the APA specifically to force sensing, excellent collocation with the actuator stacks was achieved, which is
critical for implementing robust decentralized IFF.Workwas also undertaken on the optimization of the control strategy
for the active platform. Instrumentation selection (sensors, actuators, control hardware) was guided by dynamic error
budgeting to ensure component noise levels met the overall nanometer-level performance target.

The final phase of the project was dedicated to the experimental validation of the developed NASS. Component tests
confirmed the performance of the selected actuators and flexible joints, validated their respective models. Dynamic
testing of the assembled nano-hexapod on an isolated test bench provided essential experimental data that correlatedwell
with the predictions of the multi-bodymodel. The final validation was performed on the ID31 beamline, using a short-
stroke metrology system to assess performance under realistic experimental conditions. These tests demonstrated that
theNASS, operatingwith the implementedHAC-LACcontrol architecture, successfully achieved the target positioning
stability – maintaining residual errors below 30 nmRMS laterally, 15 nmRMS vertically, and 250 nrad RMS in tilt –
during various experiments, including tomography scans with significant payloads. Crucially, the system’s robustness
to variations in payload mass and operational modes was confirmed.
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5.2 Perspectives

Although this research successfully validated the NASS concept, it concurrently highlighted specific areas where the
system could be enhanced, alongside related topics that merit further investigation.

Automatic tuning of a multi-body model from an experimental modal analysis The manual tuning
process employed tomatch themulti-bodymodel dynamicswith experimentalmeasurementswas found tobe laborious.
Systems like the micro-station can be conceptually modeled as interconnected solid bodies, springs, and dampers, with
component inertia readily obtainable from3Dmodels. An interesting perspective is the development ofmethods for the
automatic tuning of themulti-bodymodel’s stiffnessmatrix (representing the interconnecting spring stiffnesses) directly
from experimentalmodal analysis data. Such a capability would enable the rapid generation of accurate dynamicmodels
for existing end-stations, which could subsequently be used for detailed system analysis and simulation studies.

Better addressing plant uncertainty from a change of payload For most high-performance mecha-
tronic systems like lithography machines or atomic force microscopes, payloads inertia are often known and fixed, al-
lowing controllers to be precisely optimized. However, synchrotron end-stations frequently handle samples withwidely
varyingmasses and inertias – ID31being an extreme example, butmany require nanometer positioning for samples from
very light masses up to 5 kg.

The conventional strategy involves implementing controllers with relatively small bandwidth to accommodate various
payloads. When controllers are optimized for a specific payload, changing payloads may destabilize the feedback loops
that needs to be re-tuned.

In this thesis, the HAC-IFF robust control approach was employed to maintain stability despite payload variations,
though this resulted in relatively modest bandwidth. Therefore, a key objective for future work is to enhance the man-
agement of payload-induced plant uncertainty, aiming for improved performance without sacrificing robustness. Po-
tential strategies to be explored include adaptive control (involving automatic plant identification and controller tuning
after a change of payload) and robust control techniques such as µ-synthesis (allowing the controller to be synthesized
while explicitly considering a specified range of payload masses).

Control basedonComplementary Filters The control architecture based on complementary filters (detailed
in Section 3.3.3) has been successfully implemented in several instruments at the European Synchrotron Radiation Fa-
cility. This approach has proven to be straightforward to implement and offers the valuable capability of modifying
closed-loop behavior in real-time, which proves advantageous for many applications. For instance, the controller can be
optimized according to the scan type: constant velocity scans benefit from a+2 slope for the sensitivity transfer func-
tion, while ptychographymay be better served by a+1 slope with slightly higher bandwidth tominimize point-to-point
transition times.

Nevertheless, a more rigorous analysis of this control architecture and its comparison with similar approaches docu-
mented in the literature is necessary to fully understand its capabilities and limitations.

Sensor Fusion While the HAC-LAC approach demonstrated a simple and comprehensive methodology for con-
trolling the NASS, sensor fusion represents an interesting alternative that is worth investigating. While the synthesis
method developed for complementary filters facilitates their design (Section 3.3.1), their application specifically for sen-
sor fusion within the NASS context was not examined in detail.
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Onepotential approach involves fusing externalmetrology (used at low frequencies)with force sensors (employed at high
frequencies). This configuration could enhance robustness through the collocation of force sensors with actuators. The
integration of encoder feedback into the control architecture could also be explored.

Development of multi-DoF metrology systems Although experimental validation using the short-stroke
metrology prototype was achieved, the NASS remains unsuitable for beamline applications due to the lack of a long
stroke metrology system. Efforts were initiated during this project to develop such a metrology system, though these
were not presented herein as the focus was directed toward the active platform, instrumentation, and controllers. The
development process revealed that themetrology system constitutes a complexmechatronic system, which could benefit
significantly from the design approach employed throughout this thesis. This challenge is particularly complex when
continuous rotation is combined with long stroke movements. Yet, the development of such metrology systems is con-
sidered critical for future end-stations, especially for future tomography end stations where nano-meter accuracy is de-
sired across larger strokes.

Promising approaches have been presented in the literature. A ball lens retroreflector is used in [126], providing a
≈ 1mm3 measuring volume, but does not fully accommodate complete rotation. In [52], an interesting metrology
approach is presented, using interferometers for long stroke/non-rotated movements and capacitive sensors for short
stroke/rotated positioning.

Alternative Architecture for the NASS The original micro-station design was driven by optimizing posi-
tioning accuracy, using dedicated actuators for different DoFs (leading to simple kinematics and a stacked configura-
tion), and maximizing stiffness. This design philosophy ensured that the micro-station would remain functional for
micro-focusing applications even if the NASS project did not meet expectations.

Analyzing the NASS as an complete system reveals that the positioning accuracy is primarily determined by the metrol-
ogy system and the feedback control. Consequently, the underlyingmicro-station’s own positioning accuracy has mini-
mal influence on the final performances (it does however impact the requiredmobility of the active platform). Neverthe-
less, it remains crucial that the micro-station itself does not generate detrimental high-frequency vibrations, particularly
during movements, as evidenced by issues previously encountered with stepper motors.

Designing a future end-station with the understanding that a functional NASS will ensure final positioning accuracy
could allow for a significantly simplified long-stroke stage architecture, perhaps chosen primarily to facilitate the integra-
tion of the onlinemetrology. One possible configuration, illustrated in Figure 5.1, would comprise a long-stroke Stewart
platform providing the requiredmobility without generating high-frequency vibrations; a spindle that needs not deliver
exceptional performance but should be stiff and avoid inducing high-frequency vibrations (an air-bearing spindle might
not be essential); and a short-stroke Stewart platform for correcting errors from the long-stroke stage and spindle.

X-ray

Long Stroke
Metrology

Short Stroke
MetrologyStabilization

Platform

Sample

Long Stroke
Stewart Platform

Spindle

Figure 5.1: Proposed alternative configuration for an end-station including the Nano Active Stabilization System.

With this architecture, the online metrology could be divided into two systems, as proposed by [52]: a long-stroke
metrology system potentially using interferometers, and a short-stroke metrology system using capacitive sensors, as
successfully demonstrated by [148].
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Development of long stroke high performance stage As an alternative to the short-stroke/long-stroke
architecture, the development of a high-performance long-stroke stage seems worth investigating. Stages based on voice
coils, offering nano-positioning capabilities with 3mm stroke, have recently been reported in the literature [76, 126].

Magnetic levitation also emerges as a particularly interesting technology to be explored, especially for microscopy [43,
60] and tomography [40, 43] end-stations. Two notable designs illustrating these capabilities are shown in Figure 5.2.
Specifically, a compact 6-DoFs stage known as LevCube, providing a mobility of approximately 1 cm3, is depicted in
Figure 5.2a, while a 6-DoFs stage featuring infinite rotation, is shown in Figure 5.2b. However, implementations of such
magnetic levitation stages on synchrotron beamlines have yet to be documented in the literature.

(a) LevCube with≈ 1 cm3 mobility [60] (b) Stage with infiniteRz rotation [40]

Figure 5.2: Example of magnetic levitation stages. LevCube allowing for 6-DoFs control of the position with≈ 1 cm3 mobility (a).
Magnetic levitation stage with infiniteRz rotation mobility (b).

Extending the design methodology to complete beamlines The application of dynamic error budgeting
and the mechatronic design approach to an entire beamline represents an interesting direction for future work. During
the early design phases of a beamline, performance metrics are typically expressed as integrated values (usually RMS
values) rather than as functions of frequency. However, the frequency content of these performance metrics (such as
beam stability, energy stability, and sample stability) is crucial, as factors like detector integration time can filter out high-
frequency components. Therefore, adopting a design approach using dynamic error budgets, cascading from overall
beamline requirements down to individual component specifications, is considered a potentially valuable direction for
future investigation.
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Acronyms

Notation Description

ADC Analog to Digital Converter
APA Amplified Piezoelectric Actuator
ASD Amplitude Spectrum Density
CAS Cumulative Amplitude Spectrum
CL Closed Loop
CMIF Complex Modal Indication Function
CoK Center of Stiffness
CoM Center of Mass
DAC Digital to Analog Converter
DoF Degrees of Freedom
EBS Extremely Brilliant Source
EDM Electrical Discharge Machining
ESRF European Synchrotron Radiation Facility
FEA Finite Element Analysis
FEM Finite Element Model
FRF Frequency Response Function
HAC High Authority Control
HAC-LAC High Authority Control / Low Authority Control
HPF High Pass Filter
IFF Integral Force Feedback
LPF Low Pass Filter
LQG Linear Quadratic Gaussian
LSB Least Significant Bit
LTI Linear Time Invariant
LVDT Linear Variable Differential Transformer
MIF Modal Indication Function
MIMO Multi Inputs Multi Outputs
NASS Nano Active Stabilization System
NP Nominal Performance
NS Nominal Stability
OL Open Loop
PI Proportional Integral
PID Proportional Integral Derivative
PoI Point of Interest
PSD Power Spectral Density
RDC Relative Damping Control
RGA Relative Gain Array
RMS Root Mean Square
RP Robust Performance
RPM Rotations Per Minute
RS Robust Stability
SISO Single Input Single Output
SPS Samples per Second
SVD Singular Value Decomposition
VC Voice Coil
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